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1. Uvod

Umjetna inteligencija je klju¢na tehnologija koja sve viSe oblikuje razliCita podrucja
nasega zivota. Razumijevanje osnovnih koncepata, razvoja i izazova vezanih za
umjetnu inteligenciju nije samo korisno nego je i nuzno za odgojno-obrazovne
djelatnike. UCitelji koji su svjesni povijesti i temelja umjetne inteligencije mogu bolje
prenijeti sloZzene koncepte svojim uc€enicima pripremajuci ih za svijet u kojem ce te
tehnologije imati sve vazniju ulogu. Poznavanje povijesti i razvoja umjetne inteligencije
pomaze u razumijevanju kako smo stigli do trenutacnog tehnoloskog napretka i
omogucuje ucenicima da kriticki promisljaju o buduénosti tog podrucja.

Ovaj priruénik nudi pregled podru¢ja umjetne inteligencije — od njezinih pocetaka,
klju€nih tehnologija poput strojnog ucenja i dubokog u€enja, do specifi¢nih primjena u
razliitim sektorima. Informacije koje ¢ete pronadi u ovom priruéniku ne¢e samo
obogatiti vase razumijevanje nego ¢e vam omoguciti da prenesete svoja znanja na
nacin koji ¢e uc€enike potaknuti na dublje istrazivanje i kritiCko razmisljanje o ulozi
umjetne inteligencije u drustvu.

U prvom se poglavlju priru¢nik bavi opc¢im definicijama i povije$¢u razvoja umjetne
inteligencije te pruza uvid u osnovne pojmove i klju¢ne prekretnice, poput Turingova
testa i poletaka istrazivanja u tom podruc€ju. Nadalje, donosi pregled povijesnih
dogadaja i razvoja umjetne inteligencije tijekom desetljeéa istiCuci klju€ne trenutke koji
su oblikovali danasnju tehnologiju.

Drugo poglavlje posveceno je primjeni umjetne inteligencije u razliCitim industrijama,
kao Sto su zdravstvo, financije, marketing i prijevoz, te opisuje kako te tehnologije
utjeCu na radna mjesta i svakodnevne zadatke.

TreCe poglavlje istrazuje kljucne tehnologije i prekretnice u razvoju umjetne
inteligencije, ukljuCujuéi strojno ucCenje, duboko uc€enje, umjetne neuronske mreze,
obradu prirodnog jezika i racunalni vid. U tom kontekstu, prirucnik takoder prikazuje
alate umjetne inteligencije za ucCenje temeljnih koncepata i tehnologija Ul-ja, Sto
omogucuje uciteljima i nastavnicima da steknu prakticno znanje i vjestine u tome
dinamicnom podrucju koje mogu prenijeti svojim ucCenicima sluzeci se prakticnim
projektnim zadatcima i aktivnostima.

Zaklju€na poglavlja bave se trenuta¢nim i buduc¢im izazovima u podrucju umjetne
inteligencije, ukljuCujuéi tehnicke, eticke i regulatorne izazove te daju pogled na
buducénost razvoja i primjene te tehnologije i njezine moguce utjecaje na drustvo.
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2. Predstavljanje autora

Dalia Kager uciteljica je Informatike s viSegodiSnjim
iskustvom rada u ucionici, ne samo s ucenicima
osnovne Skole, nego i s razli€itim dobnim skupinama.
Autorica je mnogih digitalnih i tiskanih obrazovnih
materijala, ukljuCuju¢i udzZbenike, priruCnike i
internetske tecCajeve, te je, za svoj rad i inovativnost u
obrazovanju, dobila mnoge nagrade i priznanja u
Republici Hrvatskoj te u inozemstvu. Posebno se istiCe
svojim radom u STEM podrucju, gdje je aktivha u
promicanju programiranja, robotike i primjene umjetne
mtellgencue u Skolama te u uporabi tehnologije u sluzbi odrzivog razvoja.
Osmisljavajuci razne projekte i radionice, uz digitalne alate i tehnologije te suvremene
metode poucavanja, kod svojih u€enika nastoji razviti vjestine 21. stolje¢a, a kolegama
nastoji prenijeti ideje, znanja i iskustva iz nastavne prakse.
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3. Opce definicije i povijest razvoja umjetne
inteligencije

3.1. Sto je umjetna inteligencija?

Umjetna inteligencija (Ul) je podrucje racunalne znanosti koje se bavi razvojem
sustava sposobnih za obavljanje zadataka za koje je inaCe potrebna ljudska
inteligencija. Ti zadatci ukljuuju prepoznavanje govora, donoSenje odluka, rieSavanje
problema, ucenje i razumijevanje jezika. Umjetna inteligencija koristi se algoritmima i
modelima koji omogucuju racunalima da uce iz podataka, prilagodavaju se novim
situacijama te obavljaju sloZene zadatke s visokom razinom preciznosti.

3.2. Specijalizirana i opéa umjetna inteligencija

Specijalizirana ili uska umjetna inteligencija (engl. Artificial Narrow Intelligence,
ANI) vrsta je umjetne inteligencije dizajnirana za obavljanje specifiCnih zadataka (slika
1), kao $to su prepoznavanije lica, proCis¢avanje nezeljene poste ili analiza podataka.
Specijalizirana umjetna inteligencija ne posjeduje sposobnost generalizacije i njezine
su funkcije ograni¢ene na odredena podrudja.

Opcéa umjetna inteligencija (engl. Artificial General Intelligence, AGI) odnosi se na
hipotetski sustav koji ima sposobnost razumijevanja, u€enja i primjene znanja u
mnogim razliCitim zadatcima, sli€no ljudskoj inteligenciji (slika 1). Opéa umjetna
inteligencija joS nije postignuta, iako je predmet mnogih istrazivanja i nagadanja.
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Slika 1. Specijalizirana umjetna inteligencija i op¢a umjetna inteligencija —
ilustracija (Canva Edu)
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Izazov: Promisli i primijeni u osobnom kontekstu!
Kako biste definirali umjetnu inteligenciju u vlastitome svakodnevnom Zzivotu? Koje
primjere prepoznajete u okolini?
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4. Povijest i razvoj umjetne inteligencije

4.1. Turingov test i pocCetci umjetne inteligencije

Povijest umjetne inteligencije poCinje sredinom 20. stolje¢a, kada je Alan Turing,
britanski matematicCar i logi€ar, predloZio konceptualni okvir za procjenu sposobnosti
stroja da pokaze inteligenciju, poznat kao Turingov test (slika 2). Turingov rad
Computing Machinery and Intelligence (1950.) postavio je temelj za daljnji razvoj Ul-ja.
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Slika 2. Graficki prikaz Turingova testa (Juan Alberto Sanchez Margallo, CC
BY 2.5, via Wikimedia Commons)

Kako funkcionira Turingov test?

1. Uloge:
¢ Ispitivac (Covjek): Osoba koja vodi razgovor putem racunalnog sucelja.

e Stroj (racunalo): Racunalni sustav koji pokuSava oponasati ljudsku
inteligenciju.

o Covjek: Druga osoba koja takoder sudjeluje u razgovoru s ispitivadem.
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2. Scenarij:

e IspitivaC vodi razgovor s dva sudionika, jednim Covjekom i jednim strojem,
putem tekstualnog sucelja. Tekstualno sucelje je kljuéno kako bi se uklonili svi
neverbalni znakovi koji bi mogli otkriti identitet sudionika (poput glasa, izgleda
itd.).

e IspitivaC ne zna koji je od sudionika Covjek, a koji stroj. Njegov je zadatak
postavljati pitanja i voditi razgovor s oba sudionika kako bi poku$ao identificirati
tko je tko.

3. Cilj:

e Stroj (raCunalni sustav) pokuSava odgovoriti na pitanja i sudjelovati u
razgovoru na nacin koji bi ispitivaca uvjerio da je on zapravo Covjek.

e IspitivaC pokuSava utvrditi tko je stroj, a tko Covjek na osnovi odgovora koje
dobiva.

4. Rezultat:

e Ako ispitiva€ nakon razgovora ne mozZe s pouzdanjem razlikovati stroj od
Covjeka, odnosno ako stroj uspjesSno oponasa ljudsko ponasanje do te mjere da
ispitiva€ nije siguran tko je stroj, tada se smatra da je stroj proSao Turingov test.

Turingov test procjenjuje sposobnost stroja da se ponasa na nacin koji je dovoljno
sliCan ljudskom ponaSanju da bi prevario ljudskog ispitivaca. Test ne mjeri svijest,
emocije ili bilo kakve unutarnje procese nego samo sposobnost stroja da stvara
odgovore koji su slicni ljudskima. Test se temelji na ideji da inteligencija moze biti
procijenjena na osnovi sposobnosti stroja da oponasa ljudski razgovor. Ako stroj moze
uspjesSno oponasati ljudski odgovor, smatra se da posjeduje oblik inteligencije.

Turingov je test podlozan mnogim kritikama. KritiCari tako tvrde da Turingov test mjeri
samo sposobnost imitacije, a ne stvarnu inteligenciju ili razumijevanje. Stroj koji prolazi
test moze samo reproducirati odgovore bez pravog razumijevanja onoga sto ,,govori“.
Takoder, test se oslanja na ideju da je inteligencija sposobnost varanja ispitivaca, sto
nije nuzno odraz stvarne kognitivnhe sposobnosti ili svijesti.

Kljuéne osobe i prvi pokusi

Prvi vazni pomaci u stvaranju programa umjetne inteligencije dogodili su se, dakle, u
50-im godinama 20. stoljeCa. Naime, tada su razvijeni prvi raCunalni programi koji su
bili sposobni obavljati zadace poput igranja Saha ili rjeSavanja logic¢kih problema. Ti su
programi oznacili po€etak istrazivanja u podrucju umjetne inteligencije.
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Slika 3. Portret Alana Turinga, Johna McCarthyja i Marvina Minskyja,
klju€nih osoba u razvoju umjetne inteligencije, izraden s pomocu alata
umjetne inteligencije (Ul). Izradeno 2024. godine.

¢ Alan Turing — poznat kao otac rac¢unalne znanosti, Turingov rad bio je pionirski
u razvoju koncepta strojeva sposobnih za obavljanje inteligentnih zadaca.

e John McCarthy — americki racunalni znanstvenik koji je 1956. godine osmislio
naziv ,,umjetna inteligencija” i organizirao povijesnu konferenciju na Dartmouth
Collegeu koja se Cesto smatra rodnim mjestom umjetne inteligencije kao
akademske discipline.

e Marvin Minsky - jedan od osnivata MIT-ova Laboratorija za umjetnu
inteligenciju. Minsky je mnogo pridonio razvoju teorijskih i prakticnih aspekata
umjetne inteligencije, ukljuCujuci strojeve za uCenje i neuronske mreze.

4.3. Vazni dogadaiji i otkri¢a

Razvoj umjetne inteligencije (Ul) obiljezili su mnogi vazni dogadaji koji su oblikovali
putanju tog podrucja, od ranih teorijskih koncepata do moderne tehnologije.

Turingov test (1950.)

Alan Turing, britanski matematiCar i logicCar, predlozio je Turingov test kao mijerilo za
inteligenciju stroja. Test je osmisSljen kako bi procijenio sposobnost stroja da oponasa
ljudsko ponaSanje do te mjere da se ne moze razlikovati od Covjeka u pisanom
razgovoru.
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Nastanak pojma ,,umjetna inteligencija” (1956.)

Na konferenciji u Dartmouthu 1956. godine, John McCarthy, Marvin Minsky, Nathaniel
Rochester i Claude Shannon formalizirali su pojam umijetna inteligencija i postauvili
temelje za istraZivanje u tom podrucju. Ta se konferencija Cesto smatra sluzbenim
poCetkom moderne umjetne inteligencije.

Razvoj prvih programa za dokazivanje teorema (1956.)

Allen Newell i Herbert A. Simon razvili su Logic Theorist, prvi program Koji je bio
sposoban dokazivati teoreme iz matematike. Taj se program smatra jednim od prvih
primjera umjetne inteligencije u praksi.

Perceptron i po€etak neuronskih mreza (1958.)

Frank Rosenblatt razvio je perceptron, jednostavnu neuronsku mrezu s moguénoséu
ucenja. lako je perceptron mogao rijesiti samo osnovne zadace, postavio je temelje za
razvoj sloZenijih neuronskih mreza.

Razvoj struc¢nih sustava (1970-e)

Tijekom 70-ih godina 20. stoljec¢a stru¢ni sustavi poput MYCIN-a, koji je razvio Edward
Shortliffe za dijagnosticiranje bakterijskih infekcija, postali su popularni. Ti su se sustavi
koristili pravilima za donoSenje odluka temeljenih na ekspertizi u specifiCnim
podrudjima.

Zima umjetne inteligencije (1970-e i 1980-e)

Zbog ograni¢enja u racunalnoj snazi, visoko postavljenih oCekivanja i neispunjenih
obecanja, opalo je zanimanje za umjetnu inteligenciju i prestala su se financirati
istrazivanja u tom podrucju. Rezultat toga su dvije zime umjetne inteligencije.

Pobjeda rac¢unala nad ¢ovjekom u Sahu (1997.)

IBM-ovo raCunalo Deep Blue pobijedilo je svjetskog prvaka Garryja Kasparova u
Sahovskoj partiji. Taj je dogadaj bio prekretnica u dokazivanju snage racunalnih
sustava u rjeSavanju slozenih problema.

Razvoj dubokog uc¢enja i uspon umjetne inteligencije (2000-e nadalje)

PocCetkom 2000-ih tehnike dubokog ucCenja ponovno su oZivjele zanimanje za
neuronske mreze. Geoffrey Hinton, Yann LeCun i Yoshua Bengio bili su kljuéni u
razvoju metoda koje su dovele do velikih napredaka u prepoznavanju govora, slike i
obrade prirodnog jezika.
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AlphaGo pobjeduje svjetskog prvaka u igri Go (2016.)

Google DeepMind sustav AlphaGo pobijedio je svjetskog prvaka Lee Sedola u igri Go,
pokazujuéi kako umijetna inteligencija moze pobijediti ljude u slozenim strateSkim
igrama.

Primjena umjetne inteligencije u svakodnevnom zivotu (2010-e i nadalje)

Umijetna inteligencija postala je sveprisutna u svakodnevnom Zivotu u obliku virtualnih
asistenata (npr. Siri, Alexa), sustava za preporuke (npr. Netflix, Amazon), autonomnih
vozila itd. Ti se sustavi temelje na naprednim algoritmima strojnog ucenja i dubokog
ucenja.

4.4. Razvoj umjetne inteligencije tijekom desetljeca

Razvoj umjetne inteligencije nije bio linearan — 70-ih i 80-ih godina 20. stolje¢a umjetna
je inteligencija prosla tzv. ,,Ul zimu”, razdoblje smanjenog zanimanja i financiranja
uzrokovanog precijenjenim ocekivanjima i neuspjesima u ispunjavanju ambicioznih
cileva. Medutim, s pojavom naprednijih racunalnih resursa, novih algoritama i
poveéane dostupnosti podataka, zanimanje za umjetnu inteligenciju te njezin daljnji
razvoj nastavilo se potkraj 90-ih godina 20. stoljeca i poCetkom 2000-ih.

Prva zima (70-e godine 20. stolje¢a i pocetak 80-ih)

U ranim godinama istrazivanja umjetne inteligencije pocetni entuzijazam bio je iznimno
visok. Znanstvenici i istrazivaCi predvidali su brzi napredak vjerujuci da ¢e umjetna
inteligencija uskoro postati sposobna rjeSavati mnoge razliCite probleme poput
razumijevanja prirodnog jezika, igranja Saha na razini svjetskog prvaka i stvaranja
robota s opcom inteligencijom. Medutim, poCetkom 70-ih godina 20. stolje¢a postalo
je jasno da su ta predvidanja bila pretjerano optimisti¢na. Algoritmi koji su tada bili
razvijeni pokazali su se nedovoljno snaznima za rjeSavanje slozenih problema, a
racunalni su kapaciteti bili ograniCeni. Zbog nedostatka konkretnih rezultata bilo je
smanjeno financiranje, posebno vlada i vojnih agencija koje su prije ulagale novac u
to podrucje. Taj pad zanimanja i financiranja prouzroc€io je prvu zimu umjetne
inteligencije.

Druga zima (kraj 80-ih i pocetak 90-ih godina 20. stolje¢a)

Nakon $to su stru€ni sustavi dozivjeli kratkotrajni uspjeh 80-ih godina 20. stoljeca,
ponovno su se pojavila visoka ocCekivanja od umjetne inteligencije. Medutim,
odrzavanje tih sustava pokazalo se slozenijim i skupljim nego Sto se prvotno
predvidalo. Kako su troSkovi rasli, a performanse se nisu poboljSavale u skladu s

10



Umjetna inteligencija — poCetak, razvoj i buduci izazovi

oCekivanjima, interes za umjetnu inteligenciju je ponovno pao. Smanjenje financiranja,
posebno u komercijalnom sektoru, prouzrocilo je drugu zimu umjetne inteligencije.

Unato€ izazovima tijekom zima Ul-ja, istrazivaCi nisu potpuno odustali. Naprotiv,
odredene grane istraZivanja nastavile su napredovati, posebno one povezane s
razvojem strojnog ucenja i umjetnih neuronskih mreza. U drugoj polovici 90-ih godina
20. stolje¢a i pocetkom 2000-ih, nekoliko ¢imbenika potaknulo je da zanimanje za
umjetnu inteligenciju ozivi.

1. Zbog napretka u razvoju hardvera raCunalni su sustavi postali mnogo snazniji i
jeftiniji. S porastom procesorske snage i kapaciteta memorije bilo je moguce
eksperimentirati s naprednijim algoritmima i modelima, S$to je prije bilo
neizvedivo.

2. Novi algoritmi i tehnike koje su dobivene tijekom istraZivanja u strojnom uceniju,
posebno u podru€ju dubokog ucenja, pruzili su istrazivaCima nove alate za
rieSavanje slozenih problema. Tako su neuronske mreze, koje su bile predmet
zanimanja od 60-ih godina 20. stolje¢a, doZivjele renesansu zahvaljujuci tehnici
dubokog ucenja.

3. S pojavom interneta i digitalnih tehnologija goleme su koli€¢ine podataka postale
dostupne. Ti su podatci omogucili treniranje sofisticiranih modela strojnog ucenja
na razinama koje prije nisu bile moguce.

4. S rastom internetskih divova poput Googlea, Amazona i Facebooka, primjene
umjetne inteligencije postale su kljucne za rjeSavanje stvarnih problema, poput
pretrazivanja informacija, preporuku proizvoda, prepoznavanja slika i obradu
prirodnog jezika.

5. Kako su primjene umjetne inteligencije pocele donositi stvarnu komercijalnu
korist, financiranje istrazivanja i razvoja ponovno je poraslo, osobito industrijskih
aplikacija.

Ozivljavanje umijetne inteligencije koje je pocCelo potkraj 90-ih godina 20. stolje¢a
nastavlja se i danas, s tehnologijama Ul-ja koje imaju kljuénu ulogu u mnogim
podrucjima modernog zivota — od medicine, autonomnih vozila, analitike podataka do
osobnih asistenata i proCiS¢avanja nezeljene poste.

lzazov: Promisli i primijeni u osobnom kontekstu!
Koji povijesni trenutak u razvoju umjetne inteligencije smatrate najvaznijim i zasto?

11



Umjetna inteligencija — poCetak, razvoj i buduéi izazovi

5. Primjena umjetne inteligencije danas

5.1. Prepoznavanje lica

Umijetna inteligencija se koristi u sustavima prepoznavanja lica za sigurnosne svrhe,
poput otkljuCavanja pametnih telefona, identifikacije pojedinaca na nadzornim
kamerama i u zracnim lukama. Ti sustavi upotrebljavaju algoritme dubokog u€enja koji
analiziraju znacCajke lica kako bi precizno identificirali osobe u stvarnom vremenu.

5.2. Virtualni asistenti

Virtualni asistenti koriste se umjetnom inteligencijom za prepoznavanje govora,
razumijevanje korisnickih zahtjeva i pruZanje odgovora u obliku glasovnih ili tekstualnih
poruka. Ti se asistenti koriste prirodnim jezikom za komunikaciju i mogu obavljati
zadacCe poput postavljanja podsjetnika, upravljanja pametnim uredajima u kudéi i
pretrazivanja informacija na mreznim stranicama.

5.3. Sustavi za preporuke

Sustavi umjetne inteligencije za preporuke koriste se u e-trgovini, streaming
platformama i druStvenim mrezama kako bi personalizirali korisnicko iskustvo. Na
primjer, Netflix se koristi algoritmima kako bi predlozio filmove i serije na osnovi
korisnickih preferencija i prethodnog ponasanja.

5.4. Industrijska primjena umjetne inteligencije

Zdravstvo

U zdravstvu se umjetna inteligencija koristi za analizu medicinskih slika, dijagnostiku
bolesti i personaliziranu medicinu. Na primjer, sustavi za analizu slika pomazu
lije€nicima da otkriju tumor na snimkama CT-a i MRI-ja i pritom su iznimno precizni.

Financije
U financijskom sektoru se umijetna inteligencija koristi za procjenu kreditne
sposobnosti, otkrivanje prijevara, trgovanje na burzama i personaliziranje financijskih

usluga. Algoritmi strojnog ucenja analiziraju velike koliCine podataka kako bi predvidjeli
trziSne trendove i prilagodili financijske proizvode korisnicima.

Marketing

Umjetna inteligencija preoblikuje marketing putem personalizirane marketinSke
kampanje, analize podataka o kupcima i automatizacije sadrzaja. Algoritmi se koriste

12
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podatcima o korisnicima za prilagodbu poruka i ponuda, povecavajuéi ucinkovitost
kampanja i angazman korisnika.

Prijevoz

Umijetna inteligencija ima klju€nu ulogu u razvoju autonomnih vozila, poboljSanju ruta
i sigurnosti u prometu. Autonomna vozila koriste se senzorima i algoritmima da bi
prepoznala objekte, donijela odluke u stvarnom vremenu i upravljala vozilima bez
ljudske intervencije.

5.5. Utjecaj umjetne inteligencije na radna mjesta

Umjetna inteligencija znatno mijenja nacin na koji radimo, automatizirajuci rutinske
zadatke i otvarajuci put za nove vrste poslova. Dok neki poslovi postaju zastarjeli zbog
automatizacije, pojavljuju se nove radne uloge za koje su potrebne specijalizirane
vjestine za upravljanje i razvoj sustava umjetne inteligencije. Takoder, umjetna
inteligencija omogucuje radnicima da se usmjere na kreativnije i sloZenije zadatke.

lako Ul pomaZze povecati produktivnost i u€inkovitost, takoder postavlja izazove u vezi
s prekvalifikacijom radne snage i prilagodbom na brze promjene na trzistu rada.

Izazov: Promisli i primijeni u osobnom kontekstu!
Razmislite o nekoj aplikaciji umjetne inteligencije kojom se koristite svaki dan. Kako
ona utje€e na vas zZivot?

13
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6. Kljucne tehnologije i prekretnice u umjetnoj
inteligenciji

6.1. Strojno ucenje i duboko ucenje

Strojno ucenje (slika 4) je podrucje umjetne inteligencije koje se bavi razvojem
algoritama i modela koji omogucuju racunalima da ,,uCe” iz podataka. Glavna je ideja
strojnog u€enja omoguciti racunalima da poboljSaju svoje performanse na zadatcima
na osnovi iskustva, tj. analizom velikih koli€ina podataka.

@
2 g @ JABUKA
= — — NIJE

O 00 O JABUKA

ULAZ IZDVA)JANJE KLASIFIKACUA 1ZLAZ
ZNACAJKI

Slika 4. Strojno ucenje (autorski rad, Canva Edu)

Duboko uéenje (slika 5) je podskup strojnog u€enja koji se koristi sloZzenim strukturama
neuronskih mreza s mnogim slojevima (tzv. duboke neuronske mreze) za analizu
podataka i prepoznavanje obrazaca. Duboko ucCenje koristi se za slozenije zadatke koji
uklju€uju veliku koli€inu podataka, poput prepoznavanja slike ili obrade prirodnog jezika.

JABUKA
BOJA: ZELENA

VELICINA: SREDNJA
# VRSTA: GRANNY SMITH

NIJE JABUKA

o
=

ULAZ IZDVAJANJE ZNACAJKI IZLAZ
+

KLASIFIKACUA

Slika 5. Duboko ucenje (autorski rad, Canva Edu)
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Glavna razlika izmedu strojnog i dubokog ucenja jest u sloZenosti modela i koli€ini
podataka potrebnih za ufenje. Duboko ufenje zahtijeva mnogo viSe podataka i
racunalnih resursa, ali njegovom je primjenom moguce rjeSavati slozenije probleme u
usporedbi s tradicionalnim metodama strojnog ucenja.

Izazov: Promisli i primijeni u osobnom kontekstu!

Razmislite o zadatku u svojemu svakodnevnom Zzivotu ili poslu za koji je potrebna an-
aliza velikih koli¢ina podataka. Kako biste mogli upotrijebiti strojno ili duboko u€enje za
optimizaciju tog zadatka? Mislite li da bi duboko u€enje u tome moglo nadmasiti tradi-
cionalne metode?
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6.2. Umjetne neuronske mreze

Umjetne neuronske mreze su racunalni modeli inspirirani strukturom ljudskog mozga,
sastavljeni od slojeva umjetnih neurona (slika 6). Svaki neuron obraduje informacije i
prenosi ih sljedecem sloju te omogucuje mrezi da ,,u€i” prepoznati slozene oblike u
podatcima.

ULAZNI )
LAZNI | skrRIVENI
ULAZNI
SLO) =
ULAZNI N SKRIVENI
SINAPSE sLol= SLoj .

T DENDRITI

Slika 6. Ljudski neuron i umjetni neuron (perceptron)
(autorski rad, Canva Edu)

Umjetne neuronske mreze jedna su od temeljnih tehnologija umjetne inteligencije i
primjenjuju se u mnogim podrucjima u svakodnevnom zivotu, poput prepoznavanja lica
na telefonima, preporuka na internetu i automatskog prevodenja jezika.

6.3. Obrada prirodnog jezika i veliki jeziéni modeli

Obrada prirodnog jezika (engl. Natural Language Processing, NLP) bavi se razvojem
algoritama koji omogucuju racunalima da razumiju, interpretiraju i generiraju ljudski
jezik (slika 7). NLP se koristi metodama strojnog u€enja i dubokog ucenja za obradu
tekstualnin podataka, prepoznavanje govora, prevodenje jezika i generiranje
koherentnih tekstova.

]
=
F
v

|

Slika 7. Obrada prirodnog jezika (autorski rad, Canva Edu)
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Veliki jeziéni modeli (engl. Large Language Models, LLM) su napredni sustavi
umjetne inteligencije, specificno dizajnirani za obradu prirodnog jezika. Ti modeli
upotrebljavaju duboko ucenje, posebno arhitekture zasnovane na transformerima,
kako bi razumijeli, generirali i manipulirali tekstom na nacin koji je sliCan ljudskom

Kako funkcioniraju veliki jezicni modeli?

1. Treniranje na velikim skupovima podataka

e \eliki jezitni modeli treniraju se na znatnim koliCinama tekstualnih podataka

prikuplienih s mreznih stranica, iz knjiga, €lanaka i drugih pisanih izvora.
Trening uklju€uje analizu uzoraka u jeziku, kao $to su gramatiCka struktura,
znacenije rijeci i reCenica te kontekstualnih veza izmedu rijeci i fraza.

2. Transformerska arhitektura

¢ Veliki jezicni modeli obi¢no se temelje na transformerskoj arhitekturi koja je

osmisljena kako bi u€inkovitije obradivala podatke u usporedbi s prethodnim
modelima. Primjerice, kada citamo reCenicu na§ mozak prirodno obraca
pozornost na razliCite dijelove re€enice kako bi razumio njezino znacenje. Na
primjer, u reCenici Pas tr¢i kroz park. obracamo pozornost na rije€ ,,pas” kao
subjekt, ,tréi” kao radnju i ,park” kao mjesto gdje se radnja dogada.
Transformerska arhitektura radi nesto slicno. Ona se koristi mehanizmom
nazvanim pozornost kako bi odlucila koji su dijelovi re€enice najvazniji za
razumijevanje konteksta. Umjesto da Cita tekst linearnim redoslijedom, model
moze usmijeriti pozornost na najvaznije dijelove teksta. Transformerska
arhitektura obraduje sve rijeCi u reCenici odjedanput, sto joj omogucuje da brze
i u€inkovitije razumije tekst. To je kao da usporedno obraduje sve dijelove
slagalice umjesto da ih slaze jedan po jedan, tj. brzo pronalazi kljucne
informacije u tekstu i obrac¢a pozornost na najvaznije dijelove.

3. Generiranje teksta

e Veliki jezi€ni modeli mogu generirati tekst na osnovi unesenog upita ili

pocetnog teksta. Model analizira ulazne podatke i predvida sljedecu rijec ili niz
rijeCi koje najbolje odgovaraju danom kontekstu te stvara koherentan i smislen
tekst.

Veliki jeziCni modeli primjenjuju se za izgradnju naprednih chatbotova i virtualnih
asistenata koji mogu komunicirati s korisnicima na prirodan nacin odgovarajuci na
pitanja, pruzajuci informacije i obavljaju¢i zadatke, omogucéuju visoko kvalitetno
prevodenje izmedu razlicitih jezika, ne uzimajuci u obzir samo doslovan prijevod nego
i kontekst i stil jezika, koriste se za stvaranje tekstualnog sadrzaja, za analizu
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sentimenta, a takoder mogu Citati i razumjeti velike koliCine teksta, $to im omogucuje
da odgovore na sloZena pitanja na osnovi informacija dostupnih u tekstualnim
podatcima.

Neki primjeri velikih jezicnih modela su:

1. GPT (engl. Generative Pre-trained Transformer) — jedan od najpoznatijih
velikih jeziCnih modela, razvila ga je tvrtka OpenAl, koji mozZe stvarati tekst,
odgovarati na pitanja, pisati eseje itd.

2. BERT (engl. Bidirectional Encoder Representations from Transformers) —
veliki jezicni model Kkoji je razvio Google, a koristi se za zadace kao Sto su
pretrazivanje, analiza sentimenta i klasifikacija teksta.

Veliki jezi¢ni modeli su iznimno moc¢ni alati u obradi prirodnog jezika, s mnogim
primjenama u razli€itim industrijama. lako donose velike koristi, takoder postavljaju
izazove kad je rijeC o etici (naslijedena pristranost iz podataka na kojima se
uvjezbavaju), golemim racunalnim resursima Kkoje zahtijevaju i razumijevaniju
(stvaranje uvjerljivog sadrzaja bez posjedovanja pravog razumijevanja ili svijesti), sto
ih €ini vaznim predmetom daljnjeg istraZivanja i razvoja u podru¢ju umjetne
inteligencije.

S obzirom na sposobnost stvaranja sadrzaja, veliki jezi€ni modeli ubrajaju se u
generativnhu umjetnu inteligenciju (engl. Generative Artificial Intelligence, GenAl).

lako mocni alat umjetne inteligencije, pri uporabi velikih jezi€nih modela javljaju se
halucinacije. Halucinacije velikih jezi¢nih modela su fenomeni u kojima model stvara
informacije koje su netoCne, nepostojeée ili izmisljene, iako zvu€e uvjerljivo i
vjerodostojno. Te halucinacije nastaju kada model pogreSno poveze informacije ili
povlaci obrasce iz podataka na kojima je treniran, ali nema stvarnih Cinjenica na kojima
bi temeljio odgovor.

Halucinacije nastaju jer modeli predvidaju sljedeée rije€i na osnovi uzoraka u
podatcima na kojima su trenirani, bez stvarnog razumijevanja svijeta ili pristupa
stvarnim Cinjenicama. U situacijama u kojima nemaju dovoljno informacija ili kada
pokuSavaju povezati nepovezane podatke, modeli mogu ,izmisljati” uvjerljive, ali
pogresne odgovore, Sto potice pojavu halucinacija.

Halucinacije velikih jezi€nih modela mogu biti problemati¢ne, posebno kada se koriste u
aplikacijama u kojima je potrebna visoka razina to¢nosti i pouzdanosti, poput pravnih
savjeta, medicinskih dijagnoza ili znanstvenih istrazivanja. Zbog toga je vazno da
korisnici budu svjesni tih ograni¢enja i kritiCki pristupaju informacijama koje stvaraju ti
modeli.
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Kako se nositi s halucinacijama?

e Provijeriti generirane informacije iz pouzdanih izvora.

e Razumijevanje konteksta u kojem se koristi LLM moze pomoéi u
prepoznavanju potencijalnih halucinacija.

e Uporaba velikih jezicnih modela u podrucjima gdje je pogreSka prihvatljiva ili
gdje su rezultati podlozZni daljnjoj provjeri struCnjaka.

Halucinacije su jedan od glavnih izazova u razvoju i primjeni velikih jezicnih modela, a
istrazivaCi neprestano rade na smanjenju njihove ucestalosti i utjecaja.

Izazov: Promisli i primijeni u osobnom kontekstu!

Na koji bi nacin obrada prirodnog jezika mogla olak3ati ili poboljSati neki dio vaseg rada
u ucionici? Razmislite o uporabi digitalnih asistenata, prevoditelja ili alata za analizu
teksta. Kako biste ih mogli primijeniti za pobolj$anje nastavnog procesa ili potaknuti
svoje ucenike da se njima kreativno i svrsishodno koriste?

6.4. Racunalni vid

Racunalni vid je podru€je umijetne inteligencije koje omogucuje raCunalima da
analiziraju i razumiju vizualne informacije iz svijeta. Koristeci se algoritmima dubokog
ucenja, racunala mogu prepoznati objekte na slikama, klasificirati sadrzaj, analizirati
pokrete, pa Cak i interpretirati scene na nacin koji je sliCan ljudskome vizualnom sustavu.

Algoritmi racunalnog vida Cesto se temelje na konvolucijskim neuronskim mrezama
(engl. Convolutional Neural Networks, CNN), koje su posebno ucinkovite u
prepoznavanju uzoraka i struktura na slikama. To omogucuje njihovu Siroku primjenu
u podrucjima poput upravljanja autonomnim vozilima, medicinskoj dijagnostici i
sigurnosnim sustavima.

Racunalni vid omogucuje racunalima da ,,vide” i razumiju slike i videozapise, slicno
kao Sto to Cini Covjek (slika 8).
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Slika 8. Pojednostavnjeni prikaz procesa ra¢unalnog vida
(autorski rad, Canva Edu)

Proces ra¢unalnog vida sastoji se od nekoliko koraka:

1. prikupljanje podataka: racunalo dobiva sliku ili video putem kamere

2. priprema slike: slika se obraduje kako bi bila jasnija i spremna za analizu; to

moze ukljuCivati uklanjanje Suma ili prilagodbu svjetline

. prepoznavanje vaznih dijelova: racunalo prepoznaje kljuéne znacajke na slici,
kao Sto su rubovi, boje i oblici

. podjela na dijelove: slika se dijeli na segmente kako bi se odvojili razli¢iti objekti
ili dijelovi slike

. prepoznavanje objekata: racunalo usporeduje dijelove slike s poznatim
objektima i poku$ava ih identificirati, poput prepoznavanja lica ili automobila

. razumijevanje konteksta: nakon Sto prepozna objekte, raCunalni sustav
analizira odnose medu njima kako bi shvatio sto se dogada na slici

. donosenje odluka: na osnovi onoga $to ,,vidi” raCunalo moze donijeti odluke
poput upravljanja vozilom ili prepoznavanja prijetnji.

Taj proces omogucuje racunalima da analiziraju vizualne informacije i koriste se njima
za razliCite zadatke, od autonomne voznje do sigurnosnog nadzora.

Izazov: Promisli i primijeni u osobnom kontekstu!
Zamislite situaciju u kojoj bi raCunalni vid mogao biti koristan u vasem Zivotu ili na
poslu. Na primjer, kako bi racunalni vid mogao pomoci u nastavnom procesu? Razmis-
lite o prednostima i izazovima primjene te tehnologije.
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7. Prikaz alata umjetne inteligencije za ucenje
temeljnih koncepata i tehnologija Ul-ja

U ovom dijelu priru¢nika pronaéi Cete prikaz uporabe alata umjetne inteligencije za
ucCenje temeljnih koncepata i tehnologija Ul-ja te primjere kako se prikazani alati za
strojno u€enje, racunalni vid, obradu prirodnog jezika i duboko u¢enje mogu koristiti u
nastavi kako bi ucenici osnovnih i srednjih Skola stekli bolje razumijevanje tih
tehnologija i njihovih primjena. Rad na projektima i aktivhostima koji uklju€uju primjenu
alata i aplikacija umjetne inteligencije kod u¢enika moze povecati zanimanje za STEM
podrucje te utjecati na razvoj kritiCkog razmisljanja, kreativnosti i tehnickih vjestina.

7.1. Google Teachable Machine — strojno uc¢enje
i raCunalni vid

Google Teachable Machine (https://teachablemachine.withgoogle.com/) alat je koji
korisnicima bez programerskog iskustva omoguéuje da stvaraju, uvjezbavaju i koriste
se modelima strojnog ucenja i dostupna je za uporabu besplatno putem jednostavnog
suc€elja u mreznom pregledniku, pritom nije potrebna registracija korisni¢kog racuna.
Pri pokretanju (opcija Get started), korisnik treba odabrati Zeli li izraditi model strojnog
ucenja za prepoznavanje slika, zvuka ili pokreta (slika 9).

New Project

#\ Open an existing project from Drive. [ Open an existing project from a file.

ﬂaﬁzﬂi ' "i

Image Project Audio Project Pose Project

Teach based on images, from Teach based on one-second-long Teach based on images, from

files or your webcam. sounds, from files or your files or your webcam.
microphone.

Slika 9. Odabir modela strojnog u¢enja u alatu Google Teachable Machine

Osnovni koraci u upotrebi alata Teachable Machine, bez obzira na vrstu podataka na
kojima se model trenira, ukljucuju:
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1. prikupljanje podataka: korisnici mogu dodati svoje slike, snimke zvuka ili
videozapise za treniranje modela

2. treniranje modela: alat se koristi tim podatcima za treniranje modela strojnog
uc€enja u stvarnom vremenu

3. testiranje i uporaba: nakon treniranja, model se moze testirati izravno u
pregledniku, a poslije se mozZe preuzeti ili uvrstiti u druge aplikacije putem opcije
za izvoz.

Upotreba tog alata bit Ce prikazana po koracima za izradu modela strojnog u€enja za
prepoznavanje slika.

Odabirom modela strojnog u€enja za prepoznavanje slike korisnik odabire izmedu
Standard Image Model opcije i Embedded Image Model opcije (slika 10). Standardni
model pruza vecu to€nost i upotrebljava dublje neuronske mreze, ali mu je potrebno
viSe resursa i prostora, $to ga €ini pogodnim za uredaje s ve¢im performansama (poput
stolnih racunala). Ugradeni model prikladniji je za uredaje s ograni¢enim resursima
(poput mikroraCunala), maniji je i u€inkovitiji, ali mozZe imati nesto nizu to¢nost.

New Image Project X
Standard image model Embedded image model
Best for most uses Best for microcontrollers
224x224px color images 96x96px greyscale images
Export to TensorFlow, TFLite, and TF.js Export to TFLite for Microcontrollers, TFLite, and TF.js
Model size: around 5mb Model size: around 500kb

See what hardware supports these models.

Slika 10. Odabir vrste modela strojnog u¢enja za prepoznavanije slika

U sljede¢em koraku potrebno je kreirati klase koje predstavljaju razliCite kategorije
objekata koje zelite da model prepoznaje. Na primjer, ako izradujete model za
prepoznavanje razliCitih vrsta voca, mozete stvoriti klase poput ,,Jabuka”, ,,Banana” i
,,Naranca”.

Model strojnog ucCenja treba podatke na osnovi kojih ¢e uciti pa je za svaku klasu
potrebno ucitati slike s raunala ili ih izravno snimiti s pomoc¢u kamere (slika 11). Ako
se koristi kamera za dodavanje uzoraka, potrebno je aplikaciji Teachable Machine u
pregledniku dopustiti pristup kameri. Preporucuje se imati barem nekoliko desetaka
slika za svaku klasu kako bi model bio precizniji.
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Class 1

Add Image Samples:

C &

Webcam Upload

Training
Preview T Export Model

Train Model
Class 2
You must train a model on the left
before you can preview it here.
Add Image Samples:

O &

Webcam Upload

Add a class

Slika 11. Korisni¢ko sucelje za izradu modela strojnog u€enja
za prepoznavanje slika

Nakon dodavanja svih potrebnih slika, potrebno je kliknuti na opciju Train Model (slika
12). Alat Teachable Machine koristi se unaprijed postavljenim algoritmima za treniranje
modela, no moguce je i prilagoditi neke opcije, poput broja epoha (broj koliko ¢e puta
model obraditi skup podataka).

Jabuka

8 Image Samples

L 2 =
Y X 1I° 01 K |

Training
Preview T Export Model

Train Model

Banana You must train a model on the left
before you can preview it here.

8 Image Samples

Slika 12. Pokretanje postupka treniranja modela

Nakon postupka treniranja, model se moze ispitati izravno u pregledniku. Moguce je
prenijeti nove slike (slika 13) ili upotrijebiti kameru kako biste vidjeli na koji na¢in model
razvrstava nepoznate slike (slika 14).
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Slika 13. Testiranje modela strojnog u€enja za prepoznavanije slika u
mreznom pregledniku prijenosom slike s racunala
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Slika 14. Testiranje modela strojnog u€enja za prepoznavanje slika u
mreznom pregledniku prijenosom nepoznate slike s racunala i prikaz
rezultat to€nosti prepoznavanja klase
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Ako model ne daje zadovoljavajuce rezultate, moguce je dodati viSe slika, promijeniti
klase ili ponovno pokrenuti treniranje s pomocu razli€itih postavki.

Trenirani model moze se preuzeti u razli€itim formatima. Model moze biti izvezen kao
TensorFlow,js za mrezne aplikacije, TensorFlow za izradu projekata u raznim
programskim jezicima (npr. Python) ili TensorFlow Lite za mobilne uredaje. Takoder,
model strojnog u€enja moze biti uvrSten u razne projekte ili aplikacije ili se moze
koristiti u lokalnom okruzju za daljnje treniranje ili ispitivanje. Vazno je istaknuti da se
na Googleove posluZitelje ne ucitavaju podatci na kojima je model treniran nego samo
matematicki program koji predvida koju klasu prikazujemo, pa se na taj nacin osigurava
zastita privatnosti.

Ako se model izvozi u formatu za uporabu u pregledniku (TensorFlow.js), najprije ga je
potrebno ucitati na Googleov posluzitelj (slika 15).

Export your model to use it in projects. X

Tensorflow.js @

Export your model:

(@ Upload (shareable link)  (O) Download I ® Upload my model I

Your sharable link:
https://teachablemachine.withgoogle.com/models/[...]
When you upload your model, Teachable Machine hosts it at this link. (FAQ: Who can use my model?)

Code snippets to use your model:

Javascript p5.js Contribute on Github

Learn more about how to use the code snippet on github.

<div>Teachable Machine Image Model</div: Copy |D
<button type="button" onclick="init()">Start</button
<C id="webcam-container"></div>

v id="label-container"><
<script src="https://cdn vr.net/npm/@tensorflow/tfjs@latest/dist/tf.min.js"></script
<script src="https://cdn.jsdelivr.net/npm/@teachablemachine/image@latest/dist/teachablemachine-
image.min.js"></script>

<script type="text/javascript”>

Slika 15. U¢itavanje modela na Googleov posluzitelj radi dohvacanja
djeljive poveznice i uporabe u pregledniku

Kada je postavljanje modela na posluzitelj dovrSeno, alat ¢e ponuditi djeljivu
poveznicu. Poveznica Ce izgledati kao URL koji je moguce kopirati i dijeliti s drugima
(slika 16).
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Export your model:

(@ Upload (shareable link)  (O) Download & Update my cloud model

Your sharable link:

I https://teachablemachine.withgoogle.com/models/83xJnolré/ Copy ID I

When you upload your model, Teachable Machine hosts it at this link. (FAQ: Who can use my model?)

v Your cloud model is up to date.

Slika 16. Djeljiva poveznica dostupna za uporabu modela
strojnog ucenja u pregledniku

Uspjeh modela znatno ovisi o kvaliteti i koli€ini slika koje se koriste za treniranje. Ako
je vise raznovrsnih i kvalitetnih slika, tada su i rezultati bolji. Nadalje, vazno je paziti na
mogucu pristranost u podatcima. Ako su slike u nekoj klasi previse sli¢ne, model moze
nauciti prepoznavati te specificne znacajke te mozZe dati neto¢ne rezultate kada se
suoci s razli¢itim varijantama istog objekta.

Prijedlozi za primjenu alata Google Teachable Machine za aktivnosti s u€enicima.

a) Osnovna Skola

1. Kreiranje jednostavnih modela za prepoznavanje objekata: UCenici snimaju slike
razli¢itih objekata (npr. olovka, knjiga, boca vode) i treniraju model da prepoznaje
te objekte. Taj jednostavan projekt pomaze im razumijeti kako strojevi mogu ,,uciti”
na osnovi podataka.

2. Prepoznavanje emocija: UCenici snimaju razliCite izraze lica (veselo, tuzno, ljuto)
i treniraju model da prepoznaje te emocije. Nakon toga razgovaraju o tome kako
strojevi upotrebljavaju te informacije u stvarnim aplikacijama, poput igara ili
robota.

b) Srednja Skola

1. Prepoznavanje rukopisa: UCenici upotrebljavaju Teachable Machine za treniranje
modela koji prepoznaje brojke ili slova napisana rukom. To im moze pomod¢i u
razumijevanju slozenijih oblika strojnog u€enja i raCunalnog vida.

2. Izrada igre umjetne inteligencije: UCenici stvaraju jednostavne igre u kojima Ul
prepoznaje geste (npr. podignuta ruka — ,,zaustavi se”; spustena ruka — ,,kreni”).
To im mozZe pomodéi u razumijevanju kako se umjetna inteligencija koristi u
interaktivnim aplikacijama.
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7.2. Scratch Lab - racunalni vid

Scratch Lab (https://lab.scratch.mit.edu/) je za platforma za dijeljenje eksperimentalnih
znacajki i novih ideja. Scratch Lab (slika 17) prikazuje potencijalne nove znacajke za
Scratch, popularnu platformu za vizualno programiranje, kako bi dobio misljenje
javnosti o njima. ProSirenje Face Sensing omogucuje prepoznavanje i pracenje lica s
pomoc¢u kamere raCunala. Ta znaCajka omogucéuje korisnicima eksperimentiranje s
posebnim naredbenim blokovima, a kojima se prati kretanje lica i moguce je otkriti je li
ispred kamere uredaja prisutno lice ili odredene crte lica (npr. nos). Platforma je
dostupna besplatno i nije potrebna registracija korisni¢kog racuna.

Scratch Lab

Try out experimental blocks that the Scratch Team is exploring.

P

Video Sprites Face Sensing Animated Text

Fill sprites with live video. Make animated costumes and games Bring words to life with colors, fonts,
that interact with your face. and animations.

Slika 17. Sucelje platforme Scratch Lab za dijeljenje i testiranje
eksperimentalnih znacajki

Blokovi Face Sensing prepoznaju lice s pomocu tehnologije strojnog u€enja, a model
je prethodno treniran tako da se ne koristi podatcima pri uporabi. To znaci da samo
racunalo korisnika moze prepoznati lice, a ni jedan podatak se ne prikuplja, ne
pohranjuje na Scratch posluzitelj i ne dijeli s treCim osobama, $to tu platformu Cini
sigurnim okruzjem za uporabu u ucionici.

Za pristup znacajki Face Sensing, potrebno ju je odabrati na po¢etnom korisni¢kom
sucelju, pokrenuti su€elje za izradu programa putem opcije Try it out (slika 18) te
aplikaciji dopustiti pristup kameri uredaja i njezinu uporabu.
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Updated Feb 2, 2021

Face Sensing

Make animated costumes and
games that interact with your face.

Slika 18. Pokretanje znacCajke Face Sensing za izradu projekta koji
uklju€uje racunalni vid u Scratch Lab platformi

Korisni€ko sucelje Scratch Lab platforme sli¢no je Scratch sucelju, osim $to sadrzava

skupinu naredbi za prepoznavanije lica (slika 19).

[SCRAT] -‘@ Face Sensing Blocks @
&= Skripte & Kostimi o) Zvukovi

‘ Face Sensing

Kretanje
o
Izgled
. ‘@, pointin direction of face tilt
Zvuk
C,)0 set size to face size
Dogadaji
Upravljanje -
. @, when face tilts left »
Ocitanja
. @. when this sprite touchesa nose v
Operacije
. ©, whenafaceis detected
Varijable
alioion @‘ a face is detected?
<,
(& .
Face @. face tilt
Sensing

Slika 19. Skupina naredbi iz proSirenja Face Sensing koje se koriste
u izradi projekata za prepoznavanje lica
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Na samoj Scratch Lab platformi dostupni su gotovi demo projekti koji se mogu odmah
koristiti u sucelju bez dodatnog programiranja (slika 20), poput programa koji korisniku
omogucuje izmjenu likova SeSira i naocala klikom na svaki od likova, racunalne igre u
kojoj korisnik upravlja likom na zaslonu pomicanjem glave u raznim smjerovima ili
programa u kojemu se reproducira odredeni zvuk primicanjem usana korisnika
odredenom liku na pozornici, kao primjer uporabe strojnog u€enja i raCunalnog vida u
asistivnoj tehnologiji.

Starter Projects

2

Hat and Glasses Flapping Bird Sound Board
Create your own wacky costumes Make the bird fly by moving your Move your mouth to each sprite to
and face filters head play a sound

Slika 20. Gotovi primjeri programa (Starter Projects) u Scratch Lab
platformi koji upotrebljavaju Face Sensing blokove za prepoznavanije lica

Uz upotrebu i preinaku postojecih projekata, korisnici mogu na platformi i samostalno
izradivati razne programe koji uklju€uju racunalni vid (slika 21). Svaki izradeni projekt
moze se pohraniti na lokalno racunalo, a kako bi se zadrzale sve funkcionalnosti
blokova Face Sensing, tijekom sljedece upotrebe potrebno je projekt ponovno ucitati
u Scratch Lab platformu gdje je prvotno i izraden.

1
@ Focosensing
o = -
o R
[0 wwmee] g e
i @, pointin direction of face fit
e @, setsize to face szo.
. GB=xn e
o (=
° (=
. sheded kostim
@ mcem e '
@ resas \_3 7

<] =T T oe

Slika 21. Prikaz izgleda sucelja Scratch Lab — Face Sensing okruzja
za programiranje
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Za viSe ideja i informacija o uporabi Scratch Lab — Face Sensing platforme, pogledajte
videozapis dostupan na poveznici:

https://youtu.be/uLFh9Fvuj1k?si=A6Du70iY9yPqgDE9L .

Prijedlozi za primjenu alata Scratch Lab — Face Sensing za aktivnosti s u€enicima.

Osnovna i srednja Skola

1. Interaktivna karta svijeta: UCenici izraduju interaktivnu kartu svijeta na kojoj lik na
Scratch pozornici prati nos uc¢enika po zaslonu. Kada ucenik dotakne odredeni
dio karte, primjerice, nosom, pojavljuju se informacije o tom dijelu svijeta, poput
glavnih gradova, informacija o klimi ili geografskih znacajki.

2. Crtanje: UCcenici upotrebljavaju Scratch proSirenje Olovka kako bi crtali
geometrijske oblike ili stvarali apstraktne umjetnicke slike na zaslonu pokretima
glave. Na primjer, pomicanjem nosa u razli¢itim smjerovima moze se crtati trokut
ili kvadrat. Programirani lik slijedi polozaj nosa po zaslonu, a svaki pomak crta
liniju koja mijenja boju i/ili Sirinu.

3. Muziciranje: UCenici izraduju program s pomocu kojeg, dodirivanjem razli€itih
likova ili boja na zaslonu, reproduciraju razli€ite glazbene tonove. Na taj nacin
mogu muzicirati i kreativno se izraZavati putem interakcije s tehnologijom.

4. UcCenje jezika: UCenici izraduju program u kojemu ¢e, dodirivanjem likova na
zaslonu nosom ili ustima, biti reproduciran zvucni zapis koji ¢e ucenici sami
snimiti, primjerice, za u€enje pojmova na stranom jeziku.

7.3. Perplexity.ai — obrada prirodnog jezika

Perplexity.ai (hitps://www.perplexity.ai/) je alat za pretrazivanje koji se koristi umjetnom
inteligencijom i mnogobrojnim velikim jezicnim modelima kako bi korisnicima pruzio
brze i vazne odgovore na njihova pitanja te stvarao tekstualne sadrzaje, pa tako djeluje
i kao Ul chatbot. Umjesto klasi¢nih rezultata pretrage s popisom poveznica,
Perplexity.ai upotrebljava modele strojnog u€enja za stvaranje sazetih odgovora iz
razli¢itih izvora, Cesto objasnjavajuéi i povezane teme ili pojmove, a informacije s
interneta dohvac¢a na dnevnoj bazi 8 za razliku od nekih drugih poznatijih i Cesto
koristenih velikih jezi€nih modela. Takoder, umjesto da korisniku predstavi popis
mreznih stranica koje odgovaraju njegovu upitu, Perplexity.ai daje kratak sazetak
odgovora zajedno s referencijama koje je upotrijebio za njegovo stvaranje (slika 22).
Svrha je upotrebe tog alata olakSati korisnicima pronalazenje informacija s pomocu
intuitivnog i uCinkovitog iskustva pretrazivanja.
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Slika 22. Korisni¢ko sucelje alata Perplexity i odgovor na korisnicki upit

Taj je alat dostupan putem mrezne aplikacije, mobilnih aplikacija i prosirenja za Google
Chrome. Brza pretraZivanja su besplatna i nije potrebno stvarati korisnicki
racun. Postoji i komercijalna inaCica koja omogucuje upotrebu snaznijih modela
umjetne inteligencije i provodenje stotina profesionalnih pretrazivanja na dan, a u
besplatnoj inacici alata Perplexity.ai, korisnici mogu postaviti do pet upita svaka Cetiri
sata. Ta se ograni¢enja ponovno uvode nakon tog vremena omogucujuéi korisnicima
da postave nove upite. lako je ponajprije alat za pretrazivanje, Perplexity.ai omogucuje
korisnicima da stvore tekst i programski kod.

Alat se jednostavno koristi unosom korisnickog upita na bilo kojem jeziku u za to
predvideno polje u korisni¢kom sucelju (slika 23).

Where knowledge begins

Ask anything...

= Focus (@ Attach @® Pro
S+ Why is Japan's GDP declining? City with the most bike lanes
§  What is a high-yield savings account? % Meditation techniques in 2024

Slika 23. Polje za unos korisni¢kog upita u alatu Perplexity
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Prijedlozi za primjenu alata Perplexity za aktivnosti s u¢enicima.

a) Osnovna skola

1. Interaktivno ucenje jezika: UcCenici upotrebljavaju Perplexity.ai za vjezbanje
prevodenja jednostavnih re€enica s jednog jezika na drugi, $to im moZe pomoci
u ucenju stranih jezika na zanimljiv nacin.

2. Stvaranje kratkih pri¢a: Uc€enici upotrebljavaju alat Perplexity.ai za generiranje
kratkih pri€a na osnovi kljucnih rijeCi koje odaberu. To ih moze potaknuti na
kreativnost i pomodi im razumjeti kako raCunala obraduju i stvaraju tekst.

3. PretraZivanje informacija: UcCenici se Kkoriste alatom kako bi pronasli
vjerodostojne i vazne informacije o raznim temama, usporeduju te rezultate s
pretragom u klasi¢noj trazilici te analiziraju prednosti i nedostatke razli€itih nacina
pretrazivanja.

b) Srednja Skola

1. Analiza sentimenta: UC€enici upotrebljavaju Perplexity.ai za analizu osje¢aja u
tekstovima, primjerice u komentarima na drustvenim mrezama ili recenzijama
proizvoda. To im pomaZze razumjeti kako umjetna inteligencija moze analizirati i
interpretirati ljudske emocije u tekstu.

2. Pisanje eseja: Uclenici se koriste alatom Perplexity.ai za stvaranje ideja ili
strukture za eseje, $to im moze pomodi u pisanju i razvoju kritickog razmisljanja.

3. Pisanje programskog kdda: UCenici s pomocu alata Perplexity.ai piSu programski
kéd ili analiziraju te ispravljaju pogreske u svojemu napisanom kédu s pomocu
tog alata.

7.4. Bing Image Creator — neuronske mreze i duboko
ucenje
Bing Image Creator (https://www.bing.com/images/create) je alat koji se Kkoristi

umjetnom inteligencijom za generiranje slika na osnovi tekstualnog opisa (engl.
prompt) koji korisnik unese.

Bing Image Creator (slika 24) besplatno je dostupan putem mreznog preglednika, a za
uporabu alata potrebno je imati Microsoftov racun.
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&) copilot | Designer

Slika 24. Korisni¢ko sucelje alata Bing Image Creator

Korisnik upisuje opis slike koju Zeli generirati. Na primjer, nakon tekstualnog unosa
Crvenkapica i vuk upotrebljavaju digitalnu tehnologiju na proplanku u Sumi, ilustracija
drvenim bojicama alat ¢e stvoriti sliku koja odgovara tom opisu (slika 25).

™ Designer Powered by DALL-E 3

Slika 25. Rezultat dobiven u Image Bing Creatoru nakon tekstualnog unosa
Crvenkapica i vuk upotrebljavaju digitalnu tehnologiju na proplanku u Sumi,
ilustracija drvenim bojicama
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Nakon Sto korisnik unese tekstualni opis, alat se koristi umjetnom inteligencijom kako
bi stvorio sliku koja odgovara tom opisu. U pravilu, $to je opis detaljniji i jasniji, rezultat
Ce biti bolji. Za postizanje kvalitetne slike stvorene s pomocu Bing Image Creatora ili
drugih alata umjetne inteligencije za generiranje slika, vazno je pri pisanju tekstnog
opisa (prompta) biti precizan i jasan. Detaljan opis koji ukljuCuje specifiCne atribute,
poput boja, stilova ili kompozicije, pomoéi ¢e modelu da to€no razumije zamisao
korisnika. Kontekstualne informacije o okruzju, pozadini, raspolozZenju i atmosferi
mogu jo$ poboljSati rezultate. Potrebno je izbjegavati dvosmislenost i koristiti se
jednostavnim reCenicama koje jasno naglasavaju kljuCne elemente, poput glavnog
subjekta slike, a manje vazne detalje treba izostaviti. Ako Zelimo odredeni umjetnicki
stil ili perspektivu, kao Sto su ,,akvarel” ili ,pti€ja perspektiva”, to je potrebno jasno
navesti. Eksperimentiranje s razli€itim promptovima moze pomoc¢i u pronalazenju
idealne slike, ali vazno je zadrzati ravnotezu izmedu kratkoCe i preciznosti kako bi
model mogao obraditi kljuéne informacije bez zbunjivanja. Kada je slika gotova, moze
se preuzeti, dijeliti ili koristiti za izradu raznih multimedijskih projekata. Nadalje, kada
je rije€ o slikama stvorenima s pomocéu Bing Image Creatora, pitanja o vlasniStvu
autorskih prava i navodenju izvora ovise o uvjetima upotrebe koje je postavio Microsoft.
Prema uvjetima upotrebe Microsoftovih alata, kada korisnik izradi sliku s pomocu Bing
Image Creatora, onda obi¢no zadrzava prava na upotrebu te slike, ali Microsoft takoder
moze zadrzati odredena prava. To moze ukljuCivati licenciju za upotrebu slike koju je
korisnik izradio, na nacin koji je opisan u njihovim uvjetima upotrebe.

U mnogim slu€ajevima slike stvorene s pomocu alata umjetne inteligencije, poput Bing
Image Creatora, ne uvrstavaju se u tradicionalna autorska prava jer se ne smatraju
,originalnim djelom” Covjeka. To moze znaciti da slika nema formalnog vlasnika
autorskih prava, ali korisnik moze imati odredena neekskluzivna prava na upotrebu
slike.

Takoder, kada se koristimo slikama stvorenima s pomocu Bing Image Creatora, dobar
je obiCaj navesti da je slika izradena s pomocu tog alata.

lako Bing Image Creator moze stvoriti impresivne slike, kvaliteta i to€nost mogu varirati
ovisno o kompleksnosti unosa. Katkad rezultat mozda necée potpuno odgovarati onome
Sto je korisnik zamislio.

Alat ima ograniCenja u vezi s vrstama sadrzaja koje moze stvarati, kako bi se sprijecilo
stvaranje neprimjerenih ili uvredljivih slika. Isto tako, upotreba alata moZe biti
ogranic¢ena brojem slika koje korisnik moze stvoriti u odredenom razdoblju.

Prijedlozi za primjenu alata Image Bing Creator za aktivnosti s u€enicima.
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a) Osnovna Skola

1. Izrada slikopri¢a: UCenici osmisljavaju scenarij za kratke priCe, a zatim se koriste
alatom Bing Image Creator kako bi izradili slike koje te priCe vizualiziraju.

2. Ucenje o prirodi: UCenici istraZzuju razliCita prirodna stanista (npr. livada, Suma,
rijeka) i koriste se alatom Bing Image Creator za stvaranje njihovih vizualnih
prikaza, $to moze pridonijeti boljem razumijevanju ekolo$kog sustava.

a) Srednja skola

1. Vizualizacija knjizevnih djela: UCenici se koriste alatom Bing Image Creator za
stvaranje slika scena iz lektira ili knjizevnih djela, s mogu¢noScu promjene
razdoblja u kojemu se radnja dogada (npr. stavljanje Antigone u moderno doba).

2. Projekt iz povijesti umjetnosti: UCenici se koriste alatom Bing Image Creator za
stvaranje umjetnickih djela nadahnutih razliCitim povijesnim razdobljima. Na
primjer, unose opis ,portret u stilu renesanse” i koriste stvorene slike u
prezentacijama ili esejima o povijesti umjetnosti.
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8. Trenutacni i buduci izazovi u umjetnoj
inteligenciji

Umijetna inteligencija donosi nevjerojatne moguénosti, ali takoder otvara vrata mnogim
izazovima koji zahtijevaju naSu pozornost. Trenutaéno se suofavamo s tehnickim
pitanjima poput upravljanja golemim koli¢inama podataka i osiguravanja
nadogradivosti raCunalnih resursa. Uz to, etiCka pitanja, kao $to su pristranost u
algoritmima, zastita privatnosti i transparentnost, postaju sve vazZnija kako umjetna
inteligencija sve viSe utjeCe na nase zivote. Dok gledamo prema buduénosti, izazovi u
regulaciji i kontroli razvoja umjetne inteligencije postaju klju¢ni, osobito u kad je rije€ o
mogucnosti razvoja opte umjetne inteligencije i super umjetne inteligencije, $to bi
moglo dramati¢no promijeniti na$ svijet. Ti izazovi zahtijevaju suradnju znanstvenika,
regulatora i druStva u cjelini kako bi se osiguralo da umjetna inteligencija sluzi za
dobrobit svih.

8.1. Tehni€ki izazovi: podatci, nadogradivost i raCunalni
resursi

Podatci su temelj umjetne inteligencije, ali izazovi povezani s kvalitetom, pristranos¢u,
koli€inom i privatnoS¢u podataka mogu ozbiljno utjecati na ucinkovitost i etiCnost
sustava umjetne inteligencije. RjeSavanje tih problema klju¢ je za razvoj pouzdanih,
to¢nih i pravednih aplikacija umjetne inteligencije.

Jedan od glavnih izazova u razvoju umjetne inteligencije je pristup kvalitetnim
podatcima. Mnoge aplikacije Ul-ja ovise o velikim koliCinama podataka za treniranje
modela, ali ti podatci ¢esto mogu biti nepotpuni, neuredeni ili pristrani. Uz to, zastita
privatnosti korisnika postaje sve veci problem u prikupljanju i upotrebi osobnih podataka.

Podatci koji se koriste za treniranje modela umjetne inteligencije moraju biti to€ni i
relevantni. Ako su netoCni, nepotpuni ili zastarjeli, sustav umjetne inteligencije moze
donijeti pogresSne odluke. Na primjer, zamislite da Al model za prepoznavanije lica uci
iz baze slika na kojima su lica loSe osvijetljena ili mutna. Takav model mozda nece
moci tocno prepoznati lica u stvarnom svijetu.

Pristranost u podatcima nastaje kada podatci upotrijebljeni za treniranje sustava
umjetne inteligencije odraZavaju predrasude ili neravnopravnosti koje postoje u
stvarnom svijetu. Na primjer, ako se sustav umjetne inteligencije za zaposljavanje
trenira na podatcima u kojima su u proslosti bili preferirani kandidati odredenog spola,
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rase ili druStvene skupine, taj ¢e sustav vjerojatno ponoviti iste pristranosti i donijeti
odluke koje nisu postene.

Za neke cCe specificne zadatke mozda biti nedovoljno podataka za treniranje modela
umjetne inteligencije. Na primjer, ako pokusavate razviti sustav Ul-ja za prepoznavanje
rijetkin bolesti, mozda jednostavno ne postoji dovoljno primjera tih bolesti u
medicinskim zapisima da bi sustav Ul-ja mogao ucinkovito uciti i donijeti tocne
dijagnoze.

Podatci mogu biti nepotpuni, Sto znaci da nedostaju vazni dijelovi informacija
potrebnih za dono$enje ispravnih zakljuCaka. Na primjer, u anketi o korisnicCkom
zadovoljstvu neki ljudi mozda nece odgovoriti na sva pitanja. Ako sustav umjetne
inteligencije upotrebljava te podatke za analizu, zaklju€ci izvedeni iz njih mogu biti
neprecizni jer podatci ne daju cjelovitu sliku.

Katkad podataka ima previse. U takvim sluCajevima moze biti izazov obraditi i
analizirati te podatke na vrijeme. Na primjer, sustavi poput onih koji upotrebljavaju
druStvene mreze stvaraju goleme koli€ine podataka svaki dan. Obrada svih tih
informacija moze biti vrlo zahtjevna i skupa kad je rije€ o raCunalnim resursima.

Upotreba podataka Cesto postavlja pitanja o privatnosti. Mnogi sustavi umjetne
inteligencije koriste se osobnim podatcima, poput slika, videozapisa, zdravstvenih
podataka ili informacija o kupnji. Ako ti podatci nisu pravilno zasticeni, mogu biti
zloupotrijebljeni ili ukradeni, Sto je korisnicima ozbiljan problem.

Nadogradivost ili skalabilnost podataka odnosi se na sposobnost sustava, procesa
ili tehnologije da se ucinkovito nosi sa sve ve¢om koli€Cinom podataka kako vrijeme
prolazi. U kontekstu umjetne inteligencije (Ul), skalabilnost podataka znaci da Ul-jevi
modeli i sustavi mogu nastaviti raditi brzo i to¢no Cak i kada se koli€ina podataka koje
trebaju obradivati znatno poveca.

Nadogradivost sustava umjetne inteligencije takoder je izazov, posebno kada se
algoritmi i modeli moraju primjenjivati na velikim skupovima podataka u stvarnom
vremenu.

Nadogradivost mozemo objasniti na sljedecem primjeru. Zamislite da imate malu
trgovinu koja prodaje cipele. Na pocCetku imate samo desetak razli€itih modela cipela i
mali broj kupaca. Lako je rukovati zalihama, upravljati narudzbama i pomoc¢i svakom
kupcu jer je opseg posla mali.

No, Sto ako vaS$a trgovina postane veoma popularna i po¢ne prodavati tisuce razlicitin
modela cipela, a broj kupaca se poveca sto puta? Zalihe je, u tom slucaju, teze pratiti,
kao i upravljati narudzbama i pruziti uslugu svakom kupcu. Morate pronaci nacine kako
proSiriti (skalirati) svoje poslovanje kako biste mogli u€inkovito upravljati svim tim
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novim izazovima, poput zapos$ljavanja osoblja, upotrebe softvera za pracenje zaliha i
automatiziranja nekih procesa.

Slicno tome, sustavi umjetne inteligencije moraju se nadograditi kako bi mogli obraditi
goleme koli¢ine podataka (koji bi u ovom primjeru bili kao povecani broj cipela i kupaca)
i nastaviti pruzati toCne rezultate. To moze uklju€ivati upotrebu snaznijih racunala,
pametnijih algoritama koji brze obraduju podatke ili upotrebu cloud tehnologija koje
omogucduju pristup vecim resursima kada su potrebni.

Ukratko, nadogradivost podataka u Ul-ju znaci da sustav moze rasti i prilagodavati se
vecim koli¢inama podataka bez gubitka ucinkovitosti ili tocnosti.

Napredni modeli umjetne inteligencije, osobito oni koji se koriste dubokim ucenjem,
zahtijevaju goleme racunalne resurse. Njihovi troSkovi mogu biti visoki, $to
ograni¢ava mogucnost Sire primjene tehnologija umjetne inteligencije.

Da bi umjetna inteligencija mogla uciti i donositi odluke, potrebno je obraditi velike
koli¢ine podataka. Na primjer, treniranje modela dubokog u€enja za prepoznavanije lica
ili prirodnog jezika uklju€uje milijarde podataka i zahtijeva mnogo izracuna, $to moze
potrajati danima ili €ak tjednima, ovisno o raCunalnim resursima koji su na raspolaganju.

Nabava i odrzavanje snaznih ra€unala, kao Sto su grafiCke procesorske jedinice
(engl. Graphics Processing Unit, GPU) ili specijalizirani Cipovi poput TPU-ova (engl.
Tensor Processing Units, TPU), moze biti vrlo skupa. Ti su uredaiji kljuéni za brzu
obradu velikih podataka, ali njihova cijena moze biti zapreka mnogim organizacijama,
posebno onim manjima.

Snazni raCunalni sustavi troSe veliku koli€inu elektricne energije, Sto povecava
operativne troSkove i utjeCe na okolis. Trenutacno se u industriji traze nacini kako uciniti
sustave umjetne inteligencije energetski ucinkovitijima.

Postoji fizi€ko ograni€enje koliko brzo i koju koli¢inu podataka jedan ra¢unalni sustav
moze obraditi. Kada se suoCavaju s golemim koliCinama podataka, ¢ak i najmoderniji
sustavi mogu postati spori ili preoptereceni, Sto moze usporiti napredak projekata
umjetne inteligencije.

Ne mogu svi pristupiti vrhunskim racunalnim resursima. Velike tehnoloske kompanije
imaju prednost jer posjeduju velike raCunalne infrastrukture, dok manji istrazivacki
timovi ili tvrtke mozda nemaju takve mogucnosti, sto moze ograniciti njihov razvo.

Te probleme mozemo objasniti na sljede¢em primjeru. Zamislite da pokuSavate ispeci
kola€. Ako imate malu peénicu, mozete pecéi samo jedan kola€ odjedanput i to ¢e vam
oduzeti puno vremena. No, ako imate veliku industrijsku pecnicu, mozete istodobno
peci vise kolacCa, Sto je puno brze i uCinkovitije, ali ta je pe¢nica skupa i troSi puno
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energije. Slicno tomu, sustavi umjetne inteligencije trebaju ,,velike peénice” (snazna
racunala) da bi brzo obradili velike koli€ine podataka, no ta je peénica skupa i trosi
puno elektricne energije.

8.2. Eticki izazovi: privatnost, pristranost, transparentnost

S povecanom primjenom umjetne inteligencije u razliCitim podrucjima znatno raste
zabrinutost o zastiti privatnosti. Sustavi umjetne inteligencije Cesto analiziraju osobne
podatke korisnika kako bi pruzili personalizirane usluge, $to moze stvoriti rizik od
Zloupotrebe podataka ili neovlastenog pristupa.

Problem privatnosti u kontekstu umjetne inteligencije (Ul) odnosi se na zastitu osobnih
podataka i informacija kada se oni koriste za treniranje i primjenu sustava Ul-ja. U
danasnjemu digitalnom svijetu goleme koli€ine podataka o nama — ukljuCujuci nae
fotografije, tekstualne poruke, povijest pretraZivanja, lokacije i jo§ mnogo toga —
prikupljaju se i analiziraju kako bi se izgradili sustavi umjetne inteligencije. Ti podatci
omogucduju sustavima umjetne inteligencije da prepoznaju modele i donose odluke, ali
takoder stvaraju ozbiljne rizike za nasu privatnost.

Da bi umjetna inteligencija funkcionirala, ¢esto se oslanja na velike koli€ine podataka
prikupljene iz razli€itih izvora. Na primjer, aplikacije za prepoznavanje lica mogu se
koristiti fotografijama s druStvenih mreza ili sigurnosnih kamera kako bi ,,naucile”
prepoznati ljude. Isto tako, digitalni asistenti prikupljaju podatke o nasim navikama i
interesima kako bi nam bolje sluzili.

Ti podatci mogu sadrzavati osjetljive informacije, poput adrese, financijskih podataka
ili medicinske povijesti. Ako oni ne budu pravilno zasti¢eni, mogu biti zloupotrijebljeni,
Sto moze rezultirati kradom identiteta, naruSavanjem privatnosti ili drugim oblicima
Zloupotrebe.

Tehnologije umjetne inteligencije, npr. kamera za prepoznavanje lica ili pametni
uredaji, mogu pratiti kuda se kre¢emo, sto radimo i s kim se susre¢emo. Na primjer,
sustavi umjetne inteligencije u trgovinama mogu pratiti kako se kupci kre¢u po trgovini
i koje proizvode razgledavaju, a kamere za prepoznavanje lica mogu identificirati ljude
na ulici ili u zraénim lukama.

Stalno praéenje moze narusSiti privatnost jer nas sustavi umjetne inteligencije mogu
pratiti bez naSeg znanja ili pristanka. Ta se tehnologija takoder moze zloporabiti,
primjerice, kada se koristi za pracenje politiCkih protivnika ili marginaliziranih skupina.

Organizacije koje prikupljaju podatke katkad ih dijele s tre¢cim stranama, poput
marketindkih agencija, oglasivaca ili drugih tvrtki. Na primjer, informacije o nasem
pretrazivanju na internetu mogu se prodati tvrtkama koje Zele prilagoditi reklame
prema nasim interesima.
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Ako se takvi podatci dijele bez naSeg znanja ili pristanka, gubimo kontrolu nad time tko
ima pristup nasim osobnim informacijama. To moZe stvoriti situacije u kojima se
osjecamo ugrozeno ili izlozeno.

Zamislimo da na svojemu telefonu upotrebljavamo aplikaciju koja nam daje preporuke
za restorane na osnovi nase lokacije. Da bi to mogla, aplikacija prati gdje se nalazimo
svaki put kada je pokrenemo. Ako ti prikupljeni podatci padnu u pogresne ruke ili se
koriste bez nasSeg pristanka, netko bi mogao znati gdje smo bili svaki dan, u koje
vrijeme i s kim — §to moZe ozbiljno ugroziti nasu privatnost.

Pristranost u algoritmima umjetne inteligencije je jo$S jedan klju€an etiCki izazov.
Algoritmi mogu naslijediti pristranost iz podataka na kojima su trenirani, Sto moze
izazvati diskriminaciju ili donoSenje nepostenih odluka u podrucjima poput
zapoSljavanja, kreditiranja i provodenja zakona.

Algoritmi umjetne inteligencije u€e iz podataka. Ako su podatci koji se koriste za
treniranje algoritma pristrani, algoritam ¢e nauditi te iste pristranosti. Na primjer, ako
se algoritam za zapoSljavanje trenira na podatcima u kojima je vecina uspjesnih
kandidata iz odredene etniCke skupine, algoritam moze poceti favorizirati tu skupinu,
Cak i kada nije prikladno. To moze izazvati diskriminaciju, pri Cemu algoritam preferira
odredene skupine ljudi na osnovi spola, rase, dobi ili drugih osobina, iako te osobine
nisu vazne za zadatak koji se obavlja.

Katkad pristranost dolazi iz samog nacina na koji je algoritam dizajniran. Ako inZenjeri
koji razvijaju algoritam ne uzmu u obzir razliitosti medu korisnicima ili ne ispitaju
algoritam na dovoljno raznolikim podatcima, mozZe se dogoditi da algoritam funkcionira
bolje za jednu skupinu ljudi nego za druge. Takav algoritam moze biti nepravedan
prema odredenim skupinama ljudi. Na primjer, algoritam za prepoznavanje lica koji je
ispitan na podatcima koji uglavnom sadrzavaju lica svijetle puti moze loSe prepoznavati
lica tamne puti.

Cak i ako je algoritam dobro dizajniran i ispitan na razli¢itim podatcima, nagin na koji
se koristi moze biti pristran. Na primjer, sustavi koji predvidaju rizik od ponavljanja
zlo€ina mogu se koristiti na nacin koji diskriminira odredene etniCke skupine zbog
nacCina na koji su podatci prikupljeni ili primijenjeni. Zbog toga se mogu donijeti
nepostene ili diskriminatorne odluke u stvarnom svijetu, $to mozZe imati ozbiljne
posljedice, kao $to su neposteni sudski postupci ili nepravedne odluke o zaposljavanju.

Uzmimo za primjer aplikaciju koja donosi odluku o zapoSljavanju kandidata na
odredeno radno mjesto u nekoj tvrtki i koja je trenirana na povijesnim podatcima o
zaposlenicima. Ako je tvrtka u proslosti ve¢inom zaposljavala muskarce, aplikacija Ce,
u skladu s time, odluciti da su muskarci ,,bolji” kandidati i favorizirati ih u buduéim
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odlukama, Cak i kada su Zene jednako kvalificirane. To je primjer pristranosti u
algoritmu zbog ¢ega se donose nepostene odluke.

Transparentnost u radu sustava umjetne inteligencije postaje sve vaznija kako bi se
izgradilo povjerenje medu korisnicima. Medutim, mnogi slozeni modeli Ul-ja, poput
onih temeljenih na dubokom ucenju, Cesto su ,.crne kutije”, Sto znaci da je tesSko
razumjeti kako donose odluke — korisnici vide ulaz (npr. pitanje) i izlaz (npr. odgovor),
ali ne razumiju kako je sustav umjetne inteligencije dobio taj rezultat (slika 26).

Slika 26. Modeli umjetne inteligencije temeljeni na dubokom ucéenju
predstavljaju problem ,crne kutije”

Ako ne razumijemo kako umjetna inteligencija donosi odluke, tesko je osigurati da su
one posStene i nepristrane. Takoder, nedostatak transparentnosti moze prouzrociti
nepovjerenje u sustav jer korisnici mogu osjecati da ne mogu predvidjeti ili razumijeti
ponasanje sustava umjetne inteligencije.

Transparentnost pomaze i u prepoznavanju pristranosti u sustavima umjetne
inteligencije. Pristranost, kako je spomenuto, moze uci u sustave umjetne inteligencije
putem podatke na kojima su trenirani ili dizajna algoritama. Ako su ti sustavi
transparentni, moguce je analizirati i razumjeti potencijalne pristranosti i poduzeti mjere
kako bi se one ispravile.

Takoder, transparentnost je kljuéna za osiguravanje odgovornosti u razvoju i primjeni
sustava umjetne inteligencije. Ako je jasno kako sustav djeluje i tko je odgovoran za
njegove odluke, lakSe je pratiti i ispraviti nepravilnosti ili pogreSke, a postizanjem
transparentnosti stjeCe se i povjerenje korisnika koje je klju¢no za Siroku prihvacenost
tehnologija umjetne inteligencije.
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8.3. Regulatorni izazovi: globalni pristupi regulaciji

Jedan od glavnih izazova za vlade dillem svijeta jest kako regulirati umjetnu
inteligenciju na nacin koji potice inovacije, a istodobno stiti drustvo od mogucih rizika.
Mnoge zemlje umjetnu inteligenciju reguliraju na razliite nacine. U Europskom je
parlamentu izglasan Dokument o umjetnoj inteligenciji, koji jam¢i sigurnost i zastitu
temeljnih prava te istodobno potiCe inovacije. Taj je dokument stupio na snagu 1.
kolovoza 2024. i to je prvi takav zakon u svijetu kojim se Zeli postaviti globalni standard
za regulaciju umjetne inteligencije.

U SAD-u je regulacija manje centralizirana, usredotoCena je na specificna podrucja
poput financija i zdravstva, a, primjerice, Kina provodi stroge mjere za nadzor i
upravljanje tehnologijama umjetne inteligencije, posebno kad je rije€¢ o nacionalnoj
sigurnosti.

Izazov: Promisli i primijeni u osobnom kontekstu!
Kako biste rijeSili jedan od eti¢kih izazova vezanih za umjetnu inteligenciju?
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9. Buduénost umjetne inteligencije

9.1. Razvoj opc¢e (AGI) i super umjetne inteligencije (ASI)

S napretkom prema opc¢oj umjetnoj inteligenciji (AGI) i potencijalnoj super umjetnoj
inteligenciji (ASI), otvaraju se pitanja o etici, kontroli i sigurnosti za koja ¢e biti potrebni
novi pristupi kako bi se povecale koristi, a umanijili rizici.

Neki struCnjaci vjeruju da bi opca umjetna inteligencija mogla postati stvarnost u
sljededih nekoliko desetljeca, a drugi smatraju da je to jo$ daleka buduénost. Razvoj
opc¢e umjetne inteligencije bio bi velik korak naprijed, ali to donosi i velike izazove,
uklju€ujuci pitanja etike, kontrole i sigurnosti.

Super umjetna inteligencija je i dalje viSe teorijski koncept, ali mnogi vjeruju da bi, ako
opc¢a umjetna inteligencija postane stvarnost, prijelaz na super umjetnu inteligenciju
mogao biti relativno brz. Super umjetna inteligencija imala bi potencijal promijeniti
drustvo na nacine koje je teSko predvidjeti, s moguénostima koje uklju€uju rjieSavanje
globalnih problema kao $to su klimatske promjene, bolesti i siromastvo, ali i rizicima,
poput gubitka kontrole nad tehnologijom.

9.2. Automatizacija i buduénost rada

Jedan od glavnih predvidenih utjecaja umjetne inteligencije jest Siroka automatizacija
poslova. Ve¢ danas svjedoCimo kako Ul preuzima mnoge poslove u proizvodnji,
prometu (npr. autonomna vozila) i €ak u nekim profesionalnim uslugama (npr. analiza
podataka).

U buducénosti bi sve viSe poslova moglo biti automatizirano, sto bi moglo prouzrociti
velike promjene na trziStu rada. Dok bi neki poslovi mogli nestati, oCekuje se da Ce se
pojaviti novi koji zahtijevaju vjeStine upravljanja, odrzavanja i suradnju sa sustavima
umjetne inteligencije. Klju€na ¢e biti prilagodba radne snage i obrazovnih sustava kako
bi se osiguralo da ljudi mogu raditi zajedno s tehnologijom umjetne inteligencije.

9.3. Etika i regulacija umjetne inteligencije u buduénosti

Kako umjetna inteligencija postaje sve prisutnija u nasim Zivotima, postaje klju¢no
postaviti jasna pravila i standarde za njezinu upotrebu. To ukljuCuje privatnost,
sigurnost, pravednost i odgovornost.

U buduénosti ¢e vlade i medunarodne organizacije vjerojatno uvesti sveobuhvatnije
zakone i regulative koje ¢e upravljati razvojem i primjenom umjetne inteligencije. To bi
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moglo ukljucivati standarde za transparentnost algoritama, zastitu privatnosti podataka
i osiguranje da sustavi umjetne inteligencije ne diskriminiraju odredene skupine ljudi.

9.4. Suradnja ljudi i umjetne inteligencije

Umjesto da umjetna inteligencija zamijeni ljude, predvida se da ¢e buducnost
ukljuCivati suradnju izmedu ljudi i Ul-ja. Ta suradnja moze poboljSati ljudske
sposobnosti te omoguciti ljudima da rade ucinkovitije i donose bolje odluke s pomocu
umjetne inteligencije.

Slika 27. U buduénosti se predvida suradnja ¢ovjeka i umjetne inteligencije

U buduc¢nosti bi moglo postati uobiCajeno da ljudi rade zajedno s umjetnom
inteligencijom u razli¢itim podrucjima, od medicine (gdje Ul pomaze lije€nicima u
dijagnosticiranju bolesti) do obrazovanja (gdje Ul pomaze uciteljima prilagoditi nastavu
potrebama svakog ucenika).

lako su predvidanja o buducnosti umjetne inteligencije neizvjesna, jasno je da ¢e njezin
razvoj znatno utjecati na sve podrucja drustva. Kljucno ¢e biti pronaci ravnotezu
izmedu koristi i potencijalnih rizika koje umjetna inteligencija moze donijeti, uz
osiguranje da se koristi na etican, transparentan i odgovoran nacin.

Izazov: Promisli i primijeni u osobnom kontekstu!
Sto mislite, na koji ¢e nagin umjetna inteligencija utjecati (ili veé utjeée) na zanimanje
ucitelja i nastavnika?
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10. Zakljuéak

PriruCnik Umjetna inteligencija — pocCetak, razvoj i buduci izazovi pruza uciteljima i
nastavnicima pregled povijesti, razvoja, trenutacne primjene i buducih izazova umjetne
inteligencije (Ul). U njemu su obradeni temeljni koncepti i tehnologije koje omogucuju
rad Ul-ja, kao Sto su strojno ucenje, duboko ucenje, umjetne neuronske mreze,
racunalni vid i obrada prirodnog jezika. Priruénik takoder analizira eticke i tehnicke
izazove s kojima se suoCava umjetna inteligencija, poput pristranosti u algoritmima,
privatnosti podataka te potrebom za proSirenjem racunalnih resursa.

Priruénik sadrzava i prikaz konkretnih alata umjetne inteligencije koji se mogu Koristiti
u obrazovnom procesu, kao Sto su Google Teachable Machine, Scratch Lab — Face
Sensing, Perplexity.ai i Bing Image Creator. Ti alati omogucuju uciteljima i
nastavnicima da na praktic¢an nacin uvedu tehnologije umjetne inteligencije u svoje
ucionice. Primjerice, Google Teachable Machine omogucuje jednostavno stvaranje
modela strojnog ucCenja, dok Scratch Lab - Face Sensing omogucuje
eksperimentiranje s raCunalnim vidom. Perplexity.ai pruza potporu za obradu prirodnog
jezika, a Bing Image Creator koristi se generativnim neuronskim mrezama za stvaranje
vizualnih sadrzaja.

Primjena tih alata u radu s u€enicima moze povecati njihovo zanimanje za STEM
podrucje, utjecati na razvoj kritickog razmisljanja, kreativnosti i tehnickih vjestina. U
radu na projektima i aktivhostima, koji uklju€uju te alate umjetne inteligencije, u€enici
bolje razumiju tehnologije koje oblikuju suvremeni svijet i pripremaju se za buduc¢nost
u kojoj ¢e umjetna inteligencija imati sve vazniju ulogu.

Zaklju€no, prirucnik istiCe vaznost odgovornog razvoja i primjene umjetne inteligencije
te uzima u obzir etiCke aspekte i potencijalne rizike. Takoder, koristan je resurs za

edukatore koji zele biti pratiti tehnoloSki napredak i uvrstiti umjetnu inteligenciju u
obrazovni proces na nacin koji je siguran, etiCan i koristan za buducée narastaje.
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11. Pojmovnik

asistivna tehnologija — Sirok spektar uredaja, opreme i softvera dizajniranih za
pomo¢ osobama s invaliditetom ili posebnim potrebama u obavljanju
svakodnevnih aktivnost; ta tehnologija omoguéuje korisnicima da prevladaju
razliCite zapreke koje mogu biti fizicke, senzorne, Kkognitivhe ili
komunikacijske, te im omogucuje ve¢u samostalnost, integraciju u drustvo i
poboljSanje kvalitete Zivota

Chatbot — racunalni program osmisljen za vodenje razgovora s korisnicima putem
tekstualnog ili glasovnog suclelja: Chatbotovi upotrebljavaju pravila,
algoritme i/ili umjetnu inteligenciju kako bi razumijeli korisnikove upite i da
odgovore ili obavili odredene zadace

duboko uéenje — podskup strojnog ucenja koji se koristi umjetnim neuronskim
mrezama s mnogo slojeva za analizu i u€enje iz velikih koli€ina podataka: ta
je metoda posebno uclinkovita za slozene zadatke poput prepoznavanja
slika, obrade prirodnog jezika i igranja racunalnih igara

generativha umjetna inteligencija (GenAl) — vrsta umjetne inteligencije koja
moze stvarati novi sadrzaj poput teksta, slika, glazbe ili videa; umjesto da
samo analizira ili prepoznaje postojece podatke, GenAl se koristi algoritmima
i modelima za stvaranje originalnih djela na temelju uputa koje dobije

konvolucijske neuronske mreze — specijalizirana vrsta umjetnih neuronskih
mreza dizajnirana za obradu strukturiranih podataka, poput slika, $to ih €ini
posebno ucinkovitima u zadatcima racunalnog vida, kao Sto su
prepoznavanije i klasifikacija slika

obrada prirodnog jezika — podrucje umjetne inteligencije koje se bavi jezicnom
interakcijom izmedu racunala i Covjeka; svrha je omoguditi racunalima da
razumiju, interpretiraju, generiraju jezi¢ni sadrzaj te da odgovaraju na jezik
koji ljudi upotrebljavaju u svakodnevnoj komunikaciji

perceptron — najjednostavniji oblik umjetnog neurona koiji je 1958. godine razvio
Franko Rosenblatt i to je temeljni model za binarnu klasifikaciju u umjetnoj
inteligenciji

prompt — tekstualni unos ili upit koji korisnik daje umjetnoj inteligenciji, posebno
velikim jeziénim modelima ili alatima za generiranje slika; prompt sluzi kao
smjernica koja opisuje Sto korisnik Zeli da sustav Ul-ja proizvede, bilo da je
rije€ o stvaranju teksta, slike, kéda ili drugih sadrzaja

skalabilnost, nadogradivost - sposobnost sustava umjetne inteligencije, modela ili
algoritama da ucinkovito raste i prilagodava se vecim koli¢inama podataka,
sloZenijim zadatcima ili ve¢em broju korisnika a da ne gubi performanse ili
toCnost
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specijalizirana (uska) umjetna inteligencija (ANI) — vrsta umjetne inteligencije
dizajnirana za obavljanje specifitnih zadataka ili rjeSavanje odredenih
problema; ANI sustavi trenirani su za jedno podrucje ili aplikaciju i ne mogu
obavljati zadatke izvan tog podrucja

super umjetna inteligencija (ASI) — hipotetska vrsta umjetne inteligencije koja bi
nadmasila ljudsku inteligenciju u svim podrucjima, ukljuCujuci kreativnost,
drudtvene vjestine i opéu mudrost; ASI bi imao sposobnosti mnogo vece od
ljudi i mogao bi rijesiti probleme koji su trenutaéno izvan naseg dosega

strojno uéenje — grana umjetne inteligencije koja omoguéuje racunalima da uce
iz podataka i iskustva, a nisu izrazito programirana za odredene zadatke;
umjesto da se programira svaka situacija koju bi racunalni sustav mogao
susresti, strojno ucenje koristi se algoritmima koji analiziraju podatke,
prepoznaju obrasce i donose odluke na osnovi tih podataka

transformerska arhitektura — model umjetne inteligencije dizajniran za obradu
nizova podataka, kao $to su reenice u tekstu, na u€inkovit i skalabilan nacin;
za razliku od prethodnih modela koji obraduju podatke linearno, transformer
upotrebljava mehanizam nazvan ,,pozornost” (attention) kako bi istodobno
obradio cijeli niz i prepoznao vaznost razli€itih dijelova tog niza u odnosu
prema drugima

veliki jeziéni modeli (LLM) - napredni modeli umjetne inteligencije koji su
trenirani na velikim koli€¢inama tekstualnih podataka kako bi razumieli,
generirali i obradivali prirodni jezik; koriste se dubokim u€enjem, posebno
neuronskim mrezama s mnogo slojeva, kako bi naugili modele, strukture i
znacenije jezika
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