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PREGLED

Ovaj ¢e vam priru€nik pomoci u razumijevanju i primjeni eti¢kih nacela u kontekstu
umjetne inteligencije (Ul) te u razvijanju praktic¢nih strategija za uvrstavanje tih pitanja
u obrazovni proces. Donoseci konkretne primjere, savjete i izazove, prirucnik je
osmisljen kako bi pomogao odgojno-obrazovnim djelatnicima u njihovu svakodnevnom
radu s u€enicima, osobito u poticanju kritickog razmisljanja.

Ciljevi ovog priru¢nika su:

prepoznati kljuéne etiCke izazove povezane s umjetnom inteligencijom,
ukljuCujuci pitanja privatnosti, pristranosti algoritama, manipulacije korisnicima
i odgovornosti za odluke koje donosi umjetna inteligencija

razviti alate i aktivnosti za osvjestavanje ucenika o utjecaju umjetne
inteligencije na drustvo, pojedince i okolis

pruziti prakti¢ne savjete i primjere zadataka za razvoj kritickog misljenja
ucCenika o pitanjima transparentnosti, privatnosti i etike u digitalnom dobu
promicati odgovornu i sigurnu upotrebu tehnologija umjetne
inteligencije prilagodbom postavki privatnosti i zastitom digitalnih prava
omoguciti u€iteljima i nastavnicima bolje razumijevanje pravnih i etickih
smjernica vezanih za autorska prava i digitalne resurse.

Priruénik takoder sadrzava pregled preporu¢enih metoda i alata koji mogu olakSati
integraciju tih tema u nastavu, ukljuCujuci strategije za grupni rad, rasprave i analize
stvarnih slu¢ajeva. Nadamo se da ¢e vam ovaj priru€nik posluziti kao vrijedan resurs
u stvaranju dinami¢nog i pou¢nog okruzja za ucenike, istodobno poti€uci njihovu
odgovornost i svijest o etiCkim pitanjima u digitalnom dobu.
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- \- Matilda Buli¢ direktorica je $kolskog
= ' A ' programa i izvrsna direktorica u izdavackoj
o8 kuéi Skolska knjiga. Profesionalnu je karijeru
pocCela kao uciteljica hrvatskog jezika u
osnovnoj Skoli, a ve¢ 20 godina djeluje u
nakladnistvu na vodecim polozajima, s
kratkim iskustvom kao poslovna konzultantica
u podrucju javnog nastupa i prodajne
komunikacije.

- Aktivno sudjeluje na medunarodnim
konferencijama o mogucnostlma poboljSanja uvjeta obrazovanja i na mnogim
seminarima i edukacijskim radionicama s podrucja komunikologije, prezentacijskih
vjestina, tehnologije u obrazovaniju te psihologije i menadZzmenta u nakladnistvu i
obrazovanju. Odrzala je viSe od 2500 predavanja na Skolskim, Zupanijskim i
drzavnim razinama te je autorica teCajeva iz podrucja komunikacijskih i
prezentacijskih vjestina.

Kao predsjednica Programskog vijeca Akademije znanja, certificiranoga naprednog
programa usavrsavanja za ucitelje, nastavnike i ravnatelje, predvodi inicijative
usmjerene na osnazivanje odgojno-obrazovnih djelatnika, razvoj njihovih
kompetencija, poticanje inovacija i kreativnosti, osnazivanje na podrucju
komunikacijskih vjestina i upravljanja, razvijanje meduljudskih vjestina te svrhovite
uporabe tehnologije.

Uvodeci inovacije i postavljajuci trendove, inicirala je i vodi projekt razvoja aplikacije
Asistent, revolucionarnog alata koji jednostavno obavlja administrativne dijelove
posla i tako omogucuje uciteljima da se brze i lakSe pripreme za nastavu, pa imaju
viSe vremena za interakciju s u€enicima.

Posvecena je poboljSanju obrazovnog sustava i o€uvanju kvalitete nastave te
neprestano radi na projektima koji pomazu uciteljima i nastavnicima u njihovu radu.




1. UVOD

Razvoj umjetne inteligencije (Ul) unio je revolucionarne promjene u nacin na Kkoji
uc¢imo, pouc¢avamo i razumijemo svijet oko nas. Umjetna inteligencija danas oblikuje
gotovo svaki dio nasega svakodnevnog zivota — od osobnih preporuka na drustvenim
mrezama do slozenih sustava odluc€ivanja u zdravstvu, poslovanju i obrazovanju. No,
s tim napretkom dolaze i veliki izazovi, posebno u podrucju etike, privatnosti i
odgovornosti.

Svrha je ovog priruénika pruZziti odgojno-obrazovnim djelatnicima alate i smjernice za
razumijevanije i rjeSavanje eti¢kih dvojbi koje donosi umjetna inteligencija. Detaljnim
istrazivanjem kljuénih tema — privatnosti, pristranosti algoritama, transparentnosti i
odgovornosti — priru¢nik je osmisljen kako bi olak§ao uklju€ivanje ih slozenih pitanja u
nastavu i pomogao u razvoju kritickog misljenja ucenika.

Klju€ni izazovi koji se obraduju u priru¢niku jesu:

« zastita privatnosti i odgovorna upotreba tehnologije: razumijevanje kako
umjetna inteligencija prikuplja i obraduje podatke te kako u€enicima prenijeti
vaznost zastite osobnih podataka

e pristranost i manipulacija: analiza kako algoritmi mogu odrazavati ili Cak
pojaCavati postojeCe drustvene pristranosti te strategije za edukaciju u¢enika o
tom problemu

o digitalna pravai autorska prava: pitanja vlasnistva nad sadrzajem stvorenim
umjetnom inteligencijom i pravilno navodenje izvora u obrazovnim
materijalima.

PriruCnik je strukturiran kako bi omogucio:

1. teorijsko razumijevanje kljuénih koncepata, uklju€ujuéi osnove etike i
zakonodavne smjernice poput EU Al Acta

2. prakti€ne primjere i aktivnosti za nastavu, ukljuCujuéi rasprave, kvizove,
grupne zadatke i projekte, osmiSljene za razvoj kritiCckog misljenja uenika

3. povezivanje s aktualnim dogadajima i stvarnim primjerima koji prikazuju
utjecaj umjetne inteligencije na drustvo.

Poseban naglasak stavljen je na razvijanje svijesti o tome kako umjetna inteligencija
utjeCe na drustvo, pojedince i okoliS. UCitelji i nastavnici ¢e u ovom priru¢niku modi
pronaci ideje za osmisljavanje zadataka koji poti€u istrazivanje, razmisljanje i analizu,
a ucenike poticu na aktivno sudjelovanje u oblikovanju pravednijeg i odgovornijega
digitalnog svijeta.

Nadamo se da ¢ete u ovom priru¢niku pronaci inspiraciju, prakti¢ne alate i odgovore
na pitanja koja vam mogu pomoc¢i u suoCavanju s etiCkim izazovima umjetne
inteligencije u obrazovanju.



2. ETICKA PISMENOST U DIGITALNOM DOBU

EtiCka pismenost u digitalnom dobu postaje klju¢na kompetencija za uenike, ucitelje
i nastavnike te drustvo u cjelini. Rije€ je o razumijevanju etiCkih nacela, svijesti o
posljedicama tehnoloskih inovacija i odgovornom donoSenju odluka u vezi s
upotrebom tehnologije.

Sto je etika?

Prema Hrvatskoj enciklopediji etika je (prema grékom ndinég: moralan, ¢udoredan),
skup nacela moralnoga (¢udorednog) ponaSanja nekoga drustva ili druStvene skupine
koja se zasnivaju na temeljnim druStvenim vrijednostima kao Sto su: dobrota, poStenje,
duznost, istina ljudskost itd.; znanost o moralu kao druStvenom fenomenu koji se
izraZava u konkretnim ljudskim postupcima u okviru pravila, maksima i civilizacijskih
zasada jednoga drustva; filozofska disciplina koja ispituje zasnovanost i izvor morala,
temeljne kriterije za vrjednovanje te ciljeve i smisao moralnih htijenja i djelovanja.
(Hrvatska enciklopedija, mrezno izdanje. Leksikografski zavod Miroslav Krleza, 2013.
— 2025. Pristupljeno 23. prosinca 2024. https://www.enciklopedija.hr/clanak/etika)
Etika je, dakle, sustav moralnih nacCela koji nas vodi u odlucivanju Sto je ispravno, a
Sto pogresno.
U kontekstu umjetne inteligencije, etika postavlja pitanja poput:
Kako mozemo osigurati da tehnologija sluzi zajednic¢kom dobru? Koje odluke umjetne
inteligencije imaju moguce drustvene posljedice?
Algoritmi koji odluCuju o dodjeli kredita Cesto diskriminiraju odredene druStvene
skupine. Je li takva tehnologija pravedna? Sto moZemo uginiti kako bismo smanijili
takvu pristranost?
Zasto je etiCka pismenost vazna u obrazovanju?
Tehnologija ima sve vazniju ulogu u zivotima ucenika, od drustvenih mreza do
obrazovnih alata.
Uloga ucitelja i nastavnika jest pomoci uCenicima da:

e razumiju kako tehnologija oblikuje njihovu stvarnost

e kritiCki promisljaju o upotrebi alata umjetne inteligencije

e prepoznaju etiCke dvojbe i nauce donositi odgovorne odluke.
Ucenici se svaki dan koriste platformama poput TikToka, YouTubea ili Instagrama, na
kojima algoritmi odluCuju o sadrzaju koji vide. Razumijevanje kako ti sustavi
funkcioniraju pomaze ucenicima da prepoznaju mogucée manipulacije i razviju kriticko
misljenje.

Prema Kurikulumu fakultativnog predmeta za srednje $kole — Umjetna inteligencija, iz
perspektive etiCke pismenosti u digitalnom dobu mozemo izdvojiti transparentnost u


https://www.enciklopedija.hr/clanak/etika

algoritamskim procesima, odgovornost za odluke umjetne inteligencije i kritiCko
preispitivanje pristranosti algoritama.

Jedan od nacina za razvoj etiCke pismenosti uCenika jest poticanje rasprava i aktivnosti
koje ih stavljaju u polozaj donositelja odluka.

EtiCka pismenost danas nije samo tehniCka vjesStina, nego i nacin razmisljanja koji
omogucuje uc€enicima da postanu odgovorni korisnici tehnologije. Razvijanje te
kompetencije kljucno je za stvaranje generacije koja Ce kritiCki promisljati i donositi
etiCki utemeljene odluke u digitalnom svijetu.

Kljuéni eti€¢ki izazovi umjetne inteligencije

Umjetna inteligencija donosi mnoge inovacije, ali sa sobom nosi i vazne eticke
izazove koji se tiCu privatnosti, pristranosti, odgovornosti i manipulacije. Kako bismo
bolje razumijeli te izazove, razmotrit cemo nekoliko kljuénih problema i konkretnih
primjera.

1. Privatnost i prikupljanje podataka

Jedan od najvecih izazova umjetne inteligencije jest nacin na koji se prikupljaju i
koriste podatci. Sustavi umjetne inteligencije ovise o velikim koliCinama informacija
koje Cesto ukljuCuju osjetljive osobne podatke korisnika.

« Primjer: Cambridge Analytica koristila se Facebookovom aplikacijom za kviz
kako bi prikupila podatke viSe od 87 milijuna korisnika, uklju€ujuci podatke
njihovih prijatelja, a nije pritom dobila njihov pristanak. Ti su podatci poslije
iskoriSteni za psihografsko profiliranje i ciljane politicke kampanje.

e Vazno pitanje: Kako zastititi privatnost korisnika kada podatci postaju klju¢ni
resurs?

e Rizici: Zloupotreba podataka moze narusiti povjerenje korisnika u digitalne
platforme i prouzroditi velike drustvene posljedice.

2. Algoritamska pristranost

Algoritmi umjetne inteligencije odrazavaju podatke na kojima su trenirani, a ako ti
podatci sadrZzavaju pristranost, umjetna inteligencija moze pojacati postojece
nejednakosti.

e Primjer: Sustavi za zaposljavanje Cesto diskriminiraju kandidate na osnovi
spola, rase ili drugih znacajki jer algoritmi preuzimaju obrasce pristranosti iz
povijesnih podataka.

o Etika: Postavlja se pitanje kako osigurati da algoritmi budu pravedni i ukljucivi.
U obrazovnom je kontekstu to osobito vazno kada se koriste sustavi za
ocjenjivanje ili procjenu ucenika.



3. Lazni (deepfake) sadrzaji

Tehnologija deepfake omogucuje stvaranje laznih, ali vrlo uvjerljivih video i
audiosadrzaja s pomocu umjetne inteligencije.

e Primjer: U jednom slu€aju manipuliran je videozapis Nancy Pelosi kako bi
izgledalo da govori nejasno, ¢ime su izazvane sumnje u njezinu
kompetentnost.

o Etika: Deepfake sadrzaji mogu ugroziti pravo na istinu, narusiti povjerenje u
medije i ozbiljno povrijediti privatnost pojedinaca.

o Potencijal za manipulaciju: Lazni sadrzaji mogu se Koristiti za Sirenje
dezinformacija, politicke manipulacije ili ucjene.

4. Odgovornost za odluke umjetne inteligencije

Sustavi umjetne inteligencije €esto funkcioniraju kao ,crne kutije” — donose odluke na
osnovi slozenih algoritama koje ¢ak ni njihovi tvorci potpuno ne razumiju.

e Primjer: U autonomnim vozilima umjetna inteligencija treba donositi brze
odluke u opasnim situacijama, poput izbora izmedu ugrozavanja pjeSaka ili
vozaca.

o Kiljuéno pitanje: Tko je odgovoran kada umjetna inteligencija donese
pogreSnu odluku? Programeri, korisnici ili kompanije koje razvijaju
tehnologiju?

5. Algoritmi preporuka i manipulacija korisnicima

Algoritmi preporuka oblikuju sadrzZaj koji korisnici vide, Cesto ih usmjeravajuci prema
specificnim temama ili interesima.

e Primjer: DruStvene mreze poput YouTubea i Instagrama koriste se
algoritmima za personalizaciju sadrzaja, Sto moZe rezultirati tzv.
informacijskim ili filtar-balonima i ograni¢avanjem raznolikosti informacija koje
korisnici primaju.

o Posljedice: Manipulacija sadrzajem moze produbiti polarizaciju i otezati
kritiCko promisljanje.

Primjeri stvarnih sluéajeva

Za bolje razumijevanje etiCkih izazova umijetne inteligencije analizirat ¢emo dva
stvarna primjera: Facebook-Cambridge Analytica skandal i Deepfake tehnologiju.
Ti slu€ajevi jasno pokazuju kako tehnologija moze biti zloupotrijebljena i zasto je vazno
razvijati svijest o njezinim eti¢kim aspektima.

1. Facebook-Cambridge Analytica skandal
Taj je sluCaj postao sinonim za zloupotrebu privatnosti i nedovoljno regulirano
prikupljanje podataka u digitalnom dobu.

. Sto se dogodilo?
Tvrtka Cambridge Analytica koristila se aplikacijom za kviz na Facebooku



kako bi prikupila podatke milijuna korisnika. Kviz je omogucio prikupljanje
informacija ne samo korisnika koji su ga rabili, nego i njihovih prijatelja, Cesto
bez njihova znanja ili pristanka. Na taj je nacin prikupljeno viSe od 87 milijuna
profila.

Kako su podatci iskoristeni?

Prikupljeni podatci koristili su se za izradu detaljnih psihografskih profila
korisnika. Ti profili su zatim sluzili za osmiSljavanje personaliziranih politickih
kampanja koje su utjecale na ishode glasovanja, uklju¢ujuéi kampanju za
brexit i predsjednicke izbore u SAD-u 2016. godine.

Posljedice skandala:

1. Povjerenje korisnika u digitalne platforme, poput Facebooka, ozbiljno je
naruseno.

2. Facebook je bio kaznjen s rekordnih 5 milijardi dolara zbog krsenja
privatnosti korisnika.

3. Skandal je potaknuo donoSenje strozih regulativa, poput Opce uredbe o
zastiti podataka (GDPR) u Europskoj uniji i Kalifornijskog zakona o
privatnosti potroSaca (CCPA).

Pitanje za razmatranje
Kako bismo uc€enicima objasnili vaznost privatnosti i pokazali im kako zastititi
svoje podatke u digitalnom svijetu?

2. Deepfake tehnologija

Deepfake tehnologija koristi se umjetnom inteligencijom za stvaranje uvjerljivih, ali
laZnih video i audiosadrzaja. lako ima potencijal za kreativne primjene, poput flmova i
edukacije, njezina zloupotreba predstavlja velike etiCke izazove.

Kako funkcionira?
Deepfake se temelji na generativnim suparni¢kim mrezama (GAN-ovima), koje
treniraju modele na velikim skupovima podataka kako bi stvarali sintetiCke
medije koji izgledaju autenti¢no.
Primjer
Manipulirani videozapis Nancy Pelosi iz 2019. godine, u kojem je izgledalo da
govori sporo i nejasno, izazvao je sumnje u njezinu kompetenciju. lako nije bio
izraden naprednim alatima, slu€aj je pokazao kako manipulacija sadrzajem
moze narusSiti ugled pojedinaca i potkopati povjerenje javnosti.
Rizici i posljedice:
1. dezinformacije: lazni sadrzaji mogu se iskoristiti za Sirenje laznih
vijesti i politiCku manipulaciju
2. eksploatacija: deepfake tehnologija se Cesto zloupotrebljava za
stvaranje neprimjerenih sadrzaja bez pristanka zrtava
3. naravno pravo naistinu: kada publika ne moze razlikovati stvarni
sadrzaj od laznog, povjerenje u informacije i medije znatno opada.
Pitanje za raspravu
Kako mozemo ucenicima pomodi da prepoznaju manipulirane sadrzaje i
razviju kriticko misljenje o digitalnim informacijama?



% savjet

U itelji i nastavnici mogu uklju€iti praktiCne radionice u kojima ucenici analiziraju
stvarne primjere zloupotrebe podataka i manipulacije sadrZzajem. Na taj nacin ucenici
razvijaju svijest o zastiti privatnosti i prepoznavanju laznih informacija.

izazov (promisli i primijeni u osobnom kontekstu)

Potaknite uCenike da promisljaju i raspravljaju kako bi pronasli rjeSenja za etiCke
dvojbe umjetne inteligencije. To je odlicna prigoda da ih uklju€ite u prakti¢no
istrazivanje i potaknete razvoj kritickog misljenja.

Kako provesti izazov?

Predstavite etiCke situacije

Odaberite jednu ili viSe stvarnih ili hipotetskih situacija povezanih s umjetnom
inteligencijom. Primjeri mogu ukljucivati:

e Sustav za zapoSljavanje koristi se umjetnom inteligencijom, ali
algoritam pokazuje pristranost prema odredenim skupinama ljudi.

e Algoritmi drustvenih mreza promi¢u sadrzZaj koji zadrzava pozornost, ali
smanjuje raznolikost informacija.

e Lazni uvjerljivi (deepfake) videozapis izazvao je dezinformacije o
poznatoj osobi, $to je narusilo povjerenje javnosti.

e Autonomni sustav odlu€uje izmedu ugroZavanja vozaca ili pjeSaka.

1. Podijelite uéenike u skupine: Organizirajte ih u manje skupine i zamolite
svaku skupinu da odabere jednu situaciju za analizu.
2. Postavite kljuéna pitanja: Skupine trebaju raspraviti pitanja poput:

e Tko je odgovoran za nastalu situaciju?
e Kako bi ta situacija mogla utjecati na vas ili vase prijatelje?
e Sto biste vi ucinili kako biste rijeSili taj problem?

3. Pripremite rjeSenja
Svaka skupina treba osmisliti prijedloge za rjeSavanje odabrane situacije i
predloZiti mjere koje bi sprijecile slicne probleme u buduénosti.

4. Predstavite rezultate
Skupine mogu svoje zakljuCke predstaviti ostatku razreda u obliku plakata,
prezentacije ili igranja uloga.

% savjet

Upotrijebite primjere koji su bliski interesima uc€enika, primjerice, dezinformacije na
drustvenim mrezama ili zastita privatnosti u aplikacijama koje se koriste svakog dana.
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U izazov (promisli i primijeni u osobnom kontekstu)

PokusSajte zamisliti jednu dodatnu situaciju povezanu s umjetnom inteligencijom koju
biste predstavili svojim ucenicima. Kako biste ih motivirali da aktivho sudjeluju u
raspravi i predlaganju rieSenja?
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3. SIRI POGLED NA ETICKE IZAZOVE UMJETNE INTELIGENCIJE

Uz kljuCne izazove poput privatnosti, pristranosti algoritama i deepfake tehnologije,
umjetna inteligencija otvara mnostvo dodatnih pitanja koja zahtijevaju promisljanje i
raspravu. Ti izazovi utjeCu na drustvo, pojedince i obrazovanje te su prigoda uciteljima
i nastavnicima da ih uklju¢e u nastavu.

1. Problem modela ,,black box — crne kutija”

Umijetna inteligencija ¢esto funkcionira kao ,crna kutija” — sustav donosi odluke koje
su zasnovane na slozenim algoritmima, a proces donoSenja tih odluka nije uvijek
razumljiv ni onima koji se njima koriste.

e lzazov: Kako ucenicima objasniti da odluke umjetne inteligencije trebaju biti
transparentne?

e Primjer: Zamislite situaciju u kojoj sustav umjetne inteligencije procjenjuje tko
dobiva kredit. Korisnici ne mogu znati zasto je neka osoba odbijena, a druga
prihvacena.

e Rasprava: Kako transparentnost moze povecati povjerenje u takve sustave?

2. Dobna granica za upotrebu tehnologije
Alati umjetne inteligencije €esto nisu prilagodeni mladoj populaciji, iako se djeca i mladi
njima koriste svaki dan.

e lzazov: Kako osigurati da se djeca i mladi koriste tehnologijama koje su
primjerene njihovoj dobi?

e Primjer: Algoritmi na platformama poput YouTubea ili TikToka mogu
predstavljati sadrzaj koji nije primjeren za mladu publiku. Postoje i slucajevi
kada djeca nesvjesno dijele previse privatnih informacija koristeci se
odredenim aplikacijama.

3. Podatkofikacija
Podatkofikacija oznaava praksu pretvaranja svih aspekata Zivota u podatke koji se
mogu analizirati, upotrebljavati ili komercijalizirati.

e lzazov: Kako ucenike nauciti da kritiCki promisSljaju o tome koji se podatci
prikupljaju i kako se koriste?

e Primjer: Aplikacije za pracenje zdravlja, poput pametnih satova, prikupljaju
osjetljive informacije o korisnicima, uklju€ujuci njihovo kretanje, otkucaje srca i
vrijeme spavanja.

4. lzazovi personalizacije

Personalizacija sadrzaja omogucuje tehnologiji da korisnicima pruzi informacije
prilagodene njihovim interesima. Medutim, to moze stvoriti informacijski balon (, filtar-
balon”) koji ograni¢ava raznolikost perspektiva.

e lzazov: Kako ucenicima objasniti opasnosti od informacijskog balona i
potaknuti ih na istrazivanje razli€itih izvora informacija?
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e Primjer: Algoritmi drustvenih mrezZa prikazuju sadrzaj koji potvrduje postojece
misljenje korisnika, $to moze pojacati polarizaciju i smanijiti njihovu sposobnost
kritiCkog promisljanja.

% savjet

Ukljucite u€enike u rasprave o tim temama s pomocu stvarnih primjera i interaktivnih
aktivnosti. Na primjer:

o PrikaZite im slucaj kada ,crna kutija” algoritma izaziva nepovjerenje. Pitajte ih
kako bi povecali transparentnost takvih sustava.

e Razgovarajte o tome koje podatke aplikacije prikupljaju te kako bismo mogli
bolje zastititi svoju privatnost.

U izazov (promisli i primijeni u osobnom kontekstu)

PredloZite uCenicima aktivnost:
Istrazite algoritme kojima se koristite svakog dana.

Odaberite platformu poput YouTubea, TikToka ili Spotifya.
Analizirajte koje vam vrste sadrzaja algoritmi preporucuju.

Sastavite popis prednosti i nedostataka personalizacije.

Osmislite rjeSenja za izlazak iz informacijskog balona (,filtar-balona”) i
istraZivanje raznovrsnijeg sadrzaja.

N .
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4. PROPISI | PREPORUKE EUROPSKE UNIJE

Europska unija prepoznala je klju¢nu ulogu umjetne inteligencije u buduc¢nosti drustva
i gospodarstva, ali i potencijalne rizike koje ona donosi. Sveobuhvatnim pravnim i
etiCkim okvirima, EU tezi osigurati da razvoj i primjena umjetne inteligencije budu
sigurni, odgovorni i uskladeni s temeljnim pravima i vrijednostima gradana.

Ovdje ¢emo se osvrnuti na dva glavna dokumenta koja reguliraju umjetnu inteligenciju
te dodatne smjernice za zastitu digitalnih prava.

1. Al Act (2024)

Al Act (Zakon o umjetnoj inteligenciji) prvi je pravni okvir na svijetu koji izravno regulira
umjetnu inteligenciju. Njegov je cilj omoguditi sigurnu upotrebu umjetne inteligencije u
svim podrucjima, uklju€ujuci obrazovanje, zdravstvo i zapoS$ljavanje, uz postovanje
ljudskih prava i privatnosti.

e Struktura zakona:
Al Act Kklasificira sustave umjetne inteligencije prema razini rizika koje
predstavljaju:

niski rizik: sustavi za personalizaciju, poput preporuka za filmove ili glazbu
srednji rizik: sustavi za potporu korisnicima u razgovoru

visoki rizik: sustavi za odlucivanje u obrazovanju (npr. alati za procjenu
ucenika), zdravstvu, zaposljavanju ili pravosudu

neprihvatljivi rizik: sustavi koji manipuliraju ljudskim ponasanjem ili
omogucuju masovni nadzor.

o Sto znaéi za obrazovanje?
U obrazovanju alati poput automatiziranih sustava za ocjenjivanje ili
prilagodavanje nastavnih planova spadaju u kategoriju visokog rizika. Al Act
zahtijeva da takvi sustavi budu transparentni, pouzdani i uskladeni s etickim
standardima.

e Poveznica na dokument:
Al Act (Europska komisija)

2. Eticke smjernice za pouzdanu umjetnu inteligenciju

Te su smjernice razvijene kako bi umjetna inteligencija bila pouzdana i uskladena s
temeljnim europskim vrijednostima. One definiraju tri osnovna stupa pouzdane
umjetne inteligencije:

1. zakonitost: umjetna inteligencija treba biti u skladu s postoje¢im zakonima i
regulativama

2. etiku: sustavi umjetne inteligencije trebaju postovati eticka nacela i osigurati
da njihova primjena ne ugrozava ljudsko dostojanstvo i prava

3. tehni¢ku robusnost i sigurnost: sustavi moraju biti sigurni, pouzdani i
otporni na vanjske prijetnje ili manipulacije.
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 Sto to znaéi za uéitelje i nastavnike?
Primjena tih smjernica omogucuje edukatorima da se koriste umjetnom
inteligencijom na nacin koji ne ugrozava prava ucenika. Na primjer, sustavi
koji prate napredak ucenika trebaju biti transparentni i prilagodeni dobi
korisnika.

e Poveznica na dokument:
Ethics Guidelines for Trustworthy Al (Europska komisija)

3. GDPR (Opc¢a uredba o zastiti podataka)

GDPR je jedan od najvaznijin zakonskih okvira EU-a za zastitu privatnosti. lako nije
specificno usmjeren na umjetnu inteligenciju, GDPR ima kljuénu ulogu u regulaciji
podataka kojima se koriste sustavi umjetne inteligencije.

¢ Kiljuéne odredbe relevantne za obrazovanje:
o pravo nainformaciju: u€enici i njihovi roditelji imaju pravo znati kako
se njihovi podatci koriste, tko njima upravlja i koliko dugo ¢e se Cuvati
o pristanak: za svaku obradu podataka potreban je jasan i izri€it
pristanak
o sigurnost podataka: podatci moraju biti zasti¢eni od neovlastenog
pristupa i zloupotrebe.
e Kako primijeniti GDPR u Skolama?
Ucitelji i nastavnici trebaju osigurati da alati kojima se koriste za prikupljanje
podataka o u¢enicima budu uskladeni s GDPR-om, §to ukljuCuje jasno
objasnjenje svrhe prikupljanja podataka.
e Poveznica na dokument:
General Data Protection Regulation (GDPR)
@ savjet

Informirajte se o tim dokumentima kako biste osigurali da alati kojima se koristite u
nastavi ispunjavaju europske pravne i etiCke standarde. Predlozite radionice o zastiti
podataka za uCenike kako biste ih educirali o njihovim pravima i odgovornostima u
digitalnom svijetu.

U izazov (promisli i primijeni u osobnom kontekstu)

Organizirajte aktivnost:
Kako bi izgledao zakon o umjetnoj inteligenciji koji biste vi donijeli?

1. Podijelite u€enike u skupine i neka svaka skupina osmisli prijedlog zakona koji
Ce regulirati rad umjetne inteligencije u njihovoj Skoli ili drustvu.

2. Potaknite ih da razmisle o zastiti privatnosti, transparentnosti i odgovornosti.

3. Skupine mogu predstaviti svoje prijedloge i raspraviti koje bi se odredbe mogle
odmah primijeniti u praksi.
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5. RAZVIJANJE KRITICKOG MISLJENJA UCENIKA

Svijet u kojem zivimo sve je viSe oblikovan umjetnom inteligencijom, od algoritama koji
odlucuju koje ¢emo sadrzaje vidjeti na drustvenim mrezama do sustava koji pomazu u
donoSenju odluka u zdravstvu, obrazovanju i zapoSljavanju. U takvom okruZzju kriticko
misljenje postaje kljuCna vjestina koja uCenicima omogucuje da prepoznaju rizike i
mogucnosti tehnologije te se odgovorno ponasaju kao korisnici i kreatori sadrzaja.

Uloga ucitelja i nastavnika u razvijanju kritiCkog misljenja ucenika nikada nije bila
vaznija. Oni mogu pomoci u€enicima da:

e razumiju kako umjetna inteligencija utjeCe na njihov svakodnevni Zivot
e postavljaju prava pitanja o tehnologiji i njezinu utjecaju na drustvo
e prepoznaju eticke dvojbe i raspravljaju o njihovim rjeSenjima.

KritiCko misljenje nije samo vjestina, nego i nacin razmisljanja koji pomaze u€enicima
da budu aktivni sudionici digitalnog drustva, a ne samo pasivni potrosaci tehnologije.
U vremenu kada dezinformacije, manipulacije i pristrani algoritmi oblikuju svijet, uenici
trebaju alate za analizu, promisljanje i donoSenje informiranih odluka.

Sto uéenici trebaju razumjeti o umjetnoj inteligenciji?
Razvijanje kritickog misljenja ukljuCuje osvjeStavanje ufenika o nekoliko klju¢nih
aspekata umjetne inteligencije.

1. Kako algoritmi funkcioniraju: U€enici trebaju razumjeti osnovna nacela rada
algoritama i kako oni utjeCu na sadrzaj koji im se prikazuje.

2. Utjecaj na drustvo i pojedince: Umjetna inteligencija moZe poboljSati
kvalitetu zivota, ali moze i uzrokovati nejednakosti i manipulacije.

3. Odgovornost za tehnologiju: Tko snosi odgovornost kada tehnologija
uzrokuje Stetu ili donosi pogreSne odluke?

Primjer: Zamislite da u€enik upotrebljava aplikaciju za u¢enje koja prilagodava zadatke
njegovu znanju, ali rezultati nisu tocni jer algoritam pogresno interpretira podatke. Tko
bi trebao preuzeti odgovornost?

Kako razvijati kriticko misijenje?
Kriticko misljenje kod u€enika moZzete razvijati s pomocu sljedecih aktivnosti:

1. Postavljanje kriti¢kih pitanja
Otvorena pitanja potiCu u€enike na dubinsko promisljanje i istrazivanje. PokuS$ajte
postavljati pitanja poput:

» Kako umijetna inteligencija utjeCe na odluke koje donosimo svaki dan?

o Sto mislite o tome da algoritam odlucuje o upisu u€enika u srednje Skole?

e Moze li tehnologija zamijeniti ljudsku odgovornost?
Postavite uCenicima pitanje Sto bi u€inili kada bi im algoritam za ocjenjivanje dao
nepravedno nisku ocjenu. Kako bi pokus$ali rijesiti taj problem?
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2. Analiza algoritama i drustvenih mreza
Ucenici se koriste algoritmima svaki dan, ¢esto nesvjesni njihova djelovanja. Zadajte
im da analiziraju:

o Koje vrste sadrzaja im se prikazuju na platformama poput TikToka, YouTubea
ili Instagrama?

o Kako algoritmi odluc€uju $to ¢e im prikazati? Postoje li razlike medu ucenicima
u razredu?

Uc€enici mogu istraziti zasto im se prikazuju odredene reklame ili videozapisi na
drustvenim mrezama te kako njihovo ponasanje utjeCe na te preporuke.

3. RjeSavanje etickih dvojbi
Predstavite u€enicima situacije o kojima trebaju promisljati i donijeti odluke. Na primjer:

e Sustav ocjenjivanja: Algoritam automatski ocjenjuje zadatke ucenika, ali
postoje dokazi o pristranosti prema odredenim vrstama odgovora.

o Deepfake videosadrzaj: UCenici su naisli na manipuliran videosadrzaj koji
diskreditira poznatu osobu. Kako reagirati?

« Algoritmi u zapos$ljavanju: Sustav za zapoSljavanje favorizira kandidate na
temelju osobina koje nisu relevantne za posao.

Raspravite s u¢enicima kako bi izgledala pravedna primjena umjetne inteligencije u
odabiru kandidata za Skolsku stipendiju.

4. Kreativni projekti
Potaknite uCenike na istrazivanje i stvaranje projekata vezanih za umjetnu inteligenciju.
Neki od prijedloga su:

o Edukativna kampanja: U€enici osmisljavaju materijale o prepoznavanju
laznih uvjerljivih (deepfake) sadrzaja.

e Simulacija sudske rasprave: UCenici igraju uloge u slu¢aju kad umjetna
inteligencija zloupotrebljava podatke.

o Istrazivacki esej: Kako umjetna inteligencija mijenja nac¢in na koji u¢éimo?

Uc€enici mogu istraziti kako se njihova omiljena aplikacija koristi podatcima koje
prikuplja i predloZziti naCine za zastitu privatnosti korisnika.

% savjet

Kriticko misljenje razvija se sudjelovanjem u raspravama i istrazivanjem. UCcinite
nastavu interaktivnom, povezite umjetnu inteligenciju s temama koje su bliske
ucenicima, poput drustvenih mreza, videoigara ili alata za ucenje.

U izazov (promisli i primijeni u osobnom kontekstu)

Provedite aktivnost Prijedlog rjeSenja:
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2.

3.

Predstavite etiCki problem, poput pristranosti algoritama u sustavu
ocjenjivanja.

Zatrazite od uCenika da osmisle rjeSenja za smanjenje pristranosti i objasne
kako bi ona mogla funkcionirati u stvarnom svijetu.

Skupine mogu predstaviti svoje ideje i usporediti ih.

Algoritmi drustvenih mreza

Drustvene mreze kljuCne su za razmjenu informacija i povezivanje, ali njihovi algoritmi
imaju golem utjecaj na to koje sadrzaje vidimo i kako ih doZivljavamo. Razumijevanje
kako algoritmi funkcioniraju pomaze uc€enicima da razviju kriticko miSljenje i
prepoznaju rizike poput manipulacije, dezinformacija i pristranosti.

Kako algoritmi druStvenih mreZa funkcioniraju?

Algoritmi drustvenih mreza prilagodavaju sadrzaj korisnicima na osnovi analize
njihovih interakcija, interesa i navika. Svrha je povecati vrijeme koje korisnici provode
na platformi. No, upravo ta prilagodba dovodi do izazova poput informacijskih balona
(filtar-balona), komora odjeka (echo chamber), senzacionalistiCkih poveznica tzv.
poveznica mamaca (clickbait) sadrzaja i Sirenja dezinformacija.

1.

Informacijski baloni (filtar-baloni)

Informacijski balon nastaje kada algoritmi drustvenih mreza prikazuju samo
sadrzaje koji su u skladu s interesima, misljenjima i ponaSanjem korisnika. To
korisnicima daje osjecaj da svi razmisljaju slicno njima jer su izlozeni samo
informacijama koje potvrduju njihova postoje¢a uvjerenja.

Primjer
Ako ucenik Cesto gleda sadrzaje o odredenoj vrsti glazbe, algoritam ¢e mu nuditi
samo sli¢ne sadrzaje ograni¢avaju¢i mu pritom otkrivanje novih zanrova.

Etika
Informacijski baloni smanjuju izlozenost razli€itim perspektivama, §to moze
prouzroCiti opre¢na misljenja i otezati kritiCko razmisljanje.

Komora odjeka (echo chamber)
Komora odjeka nastaje kada korisnici komuniciraju samo s ljudima koji dijele
ista uvjerenja. Informacije se ponavljaju unutar zatvorene skupine, a drukcija
misljenja isklju€uju se iz rasprave.

Primjer

U politiCkom kontekstu, korisnici koji prate sadrzaje jedne stranke cCesto
dobivaju samo informacije koje potvrduju stajaliSta te stranke, a suprotstavljena
misljenja ostaju nevidljiva.

Etika
Komora odjeka moze stvoriti lazni dojam slaganja i smanjiti sposobnost
razumijevanja drukcijih stajalista.

Poveznica mamac (clickbait) sadrzaji
Poveznica mamac (clickbait) su naslovi i sadrzaji dizajnirani da privuku
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pozornost i potaknu korisnike da kliknu na poveznicu, Cesto koristeci se
senzacionalizmom ili manipulativnim frazama.

Primjer

.Necete vjerovati Sto je ucinio ovaj pas!” tipi€an je primjer poveznice mamca
koji obeéava Sokantne informacije, ali Cesto vodi na sadrzaj koji nije relevantan
ili nije tocan.

Etika
Poveznica mamac (clickbait) su sadrzaji koji Cesto Sire dezinformacije ili
iskoriStavaju emocionalne reakcije korisnika kako bi povecali prihode od oglasa.

Deepfake i lazne vijesti

Deepfake tehnologija omogucuje stvaranje uvijerljivih, ali potpuno laznih
videozapisa ili audiosnimaka s pomocéu umjetne inteligencije. Lazne vijesti, s
druge strane, odnose se na informacije koje namjerno obmanjuju ili
dezinformiraju.

Primjer
Manipulirani videozapis na kojem poznata osoba izgovara nesto $to nikada nije
rekla moze ugroziti njezin ugled ili izazvati drustvene podjele.

Etika

Deepfake sadrzaji i lazne vijesti ugrozavaju pravo na istinu, potkopavaju
povjerenje u medije i mogu izazvati ozbiljne druStvene posljedice, ukljucujuci
politiCku manipulaciju i destabilizaciju javnosti.

vjezba

. Analiza algoritama i navika

Zamolite u€enike da zabiljeZe vrste sadrzaja koje im se prikazuju na
drusStvenim mreZzama. Razgovarajte s njima o tome jesu li uocCili znakove
informacijskog balona ili komore odjeka?

Simulacija informacijskog balona

Organizirajte aktivnost u kojoj u€enici u skupinama igraju uloge ,,algoritama”.
Svaka skupina prikazuje samo informacije koje podupiru jedno glediste. Zatim
ih zamolite da analiziraju posljedice takve pristranosti.

Razlikovanje vjerodostojnog sadrzaja

Prikazite u€enicima primjere clickbait naslova i laznih vijesti te ih izazovite da
pronadu razlike izmedu tih sadrzaja i provjerenih izvora informacija.
Prepoznavanje deepfake sadrzaja

Pokazite u€enicima primjere deepfake sadrzaja i raspravite: Kako prepoznati
manipulirani videosadrzaj? Koje su posljedice Sirenja deepfake sadrzaja?
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-7

Koristite se primjerima iz svakodnevnog Zivota ucenika, poput TikToka, YouTubea ili
Instagrama, kako biste u€enike potaknuli na prepoznavanje manipulacije i pristranosti
u sadrzajima koje konzumiraju.

izazov (promisli i primijeni u osobnom kontekstu)

Provedite aktivnost lzadi iz filtar-balona.

savjet

1. Zamolite u€enike da namjerno mijenjaju svoje ponasanje na drustvenim
mrezama (npr. gledanjem sadrzaja iz druge kategorije).

2. UCcenici trebaju pratiti kako se njihovi algoritmi mijenjaju tijekom tjedna.

3. Raspravite rezultate i usporedite kako algoritmi reagiraju na razliCite vrste
interakcija.
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6. ZASTITA PRIVATNOSTI | ODGOVORNA UPOTREBA TEHNOLOGIJE

S porastom upotrebe umjetne inteligencije i digitalnih alata, privatnost postaje jedno
od najvaznijih pitanja za ucitelje, nastavnike i u€enike. Kako bismo uc€enike zastitili i
naucili ih da se odgovorno koriste tehnologijom, potrebno je razumjeti kako podatci
funkcioniraju u digitalnom svijetu i koje mjere mozemo poduzeti za njihovu zastitu.
Umjetna inteligencija, iako korisna, Cesto se oslanja na prikupljanje velikih koli€ina
podataka, $to moze ugroziti privatnost korisnika, osobito djece i mladih. Kao ucitelji i
nastavnici, vazno je da ucenicima pomognete razumjeti kako zastititi svoje podatke i
odgovorno se koristiti tehnologijom.

Zasto su sigurnost i privatnost vazni?

1. Osobni podatci kao valuta: Uc€enici Cesto ne shvaéaju koliko podataka svaki
dan dijele s aplikacijama i platformama. Ti podatci mogu uklju€ivati njihovu
lokaciju, navike pretraZivanja, pa ¢ak i privatne poruke.

2. Rizici zloupotrebe podataka: Prikupljeni podatci mogu se koristiti za ciljano
oglasavanje, profiliranje ili Cak manipulaciju ponasanjem.

3. Zastita prava: Svi korisnici, osobito djeca i mladi, trebaju znati svoja prava na
privatnost i kako upravljati postavkama svojih uredaja i aplikacija.

Sto znadéi zastita privatnosti u digitalnom dobu?

Zastita privatnosti ukljuCuje kontrolu nad osobnim podatcima, osiguranje sigurnosti tih
podataka i odgovornost prema nacinu na koji se oni koriste. U kontekstu obrazovanja,
to znaci:

e razumijevanje §to su osobni podatci (npr. ime i prezime, adresa, podatci o
navikama i interesima)
prepoznavanije rizika od dijeljenja podataka na mrezi
ucenje kako prilagoditi postavke privatnosti na aplikacijama i alatima kojima se
ucCenici koriste.

Glavni izazovi privatnosti

1. Prikupljanje i pohrana podataka
Digitalni alati i aplikacije Cesto prikupljaju viSe podataka nego Sto je potrebno.
Uc€enici moraju biti svjesni toga:
e Kkoji se podatci prikupljaju i zasto
e kako se podatci koriste (npr. za personalizaciju sadrzaja).

Primjer: Aplikacija za u€enje trazi pristup lokaciji u€enika i njihovoj kameri, iako
to nije nuzno za funkcionalnost aplikacije.

2. Sigurnost podataka

Osjetljivi podatci mogu biti ugrozeni hakiranjem ili neovlastenim pristupom.
Pitanje za ucenike: ,,Sto biste ucinili da vasi podatci budu sigurni na mrezi?”
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Savjet: UCite uCenike vaznosti jakih zaporki, dvofaktorske autentifikacije i
redovitog azuriranja softvera.

3. Praéenje i nadzor
Neki alati upotrebljavaju kolaci¢e ili tehnologije za pracenje kako bi analizirali
ponasanje korisnika.
Pitanje za raspravu: ,,Koliko je opravdano da aplikacije prate vase ponasanje
kako bi vam nudile bolje preporuke?”

Odgovorna upotreba tehnologije
Uz zastitu podataka, odgovorna upotreba tehnologije ukljucuje:

o promisljeno dijeljenje informacija
Ucenici trebaju razumijeti da informacije koje podijele na mrezi postaju trajne.
Primjer aktivnosti: Zamolite u€enike da pregledaju svoje profile na
drustvenim mrezama i razmisle bi li promijenili ili uklonili odredene informacije.
e postavljanje granica
Poticite uCenike da postave granice u upotrebi tehnologije kako bi izbjegli
prekomjernu upotrebu i mogucée negativne posljedice na mentalno zdravlje.

% savjet

Organizirajte radionice na kojima ucenici mogu:

o istrazivati postavke privatnosti na svojim omiljenim aplikacijama
e nauciti prepoznati vjerodostojne aplikacije i alate
e razgovarati o vaznosti privatnosti i odgovornosti u digitalnom svijetu.

izazov (promisli i primijeni u osobnom kontekstu)

Provjerite svoju digitalnu privatnost

1. Zamolite u€enike da pregledaju postavke privatnosti na aplikaciji ili u alatu
kojim se Cesto koriste.

2. Neka istaknu koje podatke aplikacija prikuplja i prilagode postavke kako bi
zastitili svoju privatnost.

3. UcCenici mogu podijeliti svoja iskustva i rezultate te predloZiti savjete za
sigurnu upotrebu aplikacija.

Alati i postavke privatnosti

Zastita privatnosti i pravilna upotreba dostupnih alata kljuéni su za sigurno i odgovorno
sudjelovanje u digitalnom okruzju. U&enici ¢esto nisu svjesni koliko informacija dijele
putem svojih uredaja, aplikacija i drustvenih mreza, 8to moze povecati rizik od
zloupotrebe podataka. Zato je vazno educirati ih kako prepoznati prijetnje i koristiti se
dostupnim alatima za zastitu svojih podataka.
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1. Dvofaktorska autentifikacija (2FA)

Dvofaktorska autentifikacija dodaje dodatni sloj sigurnosti tijekom prijave na racune
trazedi potvrdu putem drugog uredaja (npr. kéd poslan SMS-om). Primjeri platformi
koje omogucuju 2FA su Gmail, Facebook i Instagram. Ucenici bi trebali aktivirati tu
Opciju za sve vazne racune.

Prakti€na aktivnost: Zatrazite uCenike da aktiviraju 2FA na jednom od svojih racuna
i podijele svoja iskustva.

Postavke privatnosti na drustvenim mrezama

Drustvene mreze poput TikToka, Instagrama i Facebooka omogucuju korisnicima
kontrolu nad time tko moze vidjeti njihove objave i kako se njihovi podatci mogu
koristiti.

Prakti€na aktivnost: Zatrazite uCenike da provjere svoje postavke privatnosti na
jednoj drustvenoj mrezi i u€ine promjene kako bi bolje zastitili svoje podatke.

Upotreba jakih zaporaka i upravitelja zaporaka

Jake zaporke trebaju sadrzavati kombinaciju velikih i malih slova, brojeva i posebnih
znakova. Upravitelji zaporaka pomazu korisnicima u generiranju i sigurnom
pohranjivanju zaporaka.

Prakti¢na aktivnost: ZatraZite od uenika da provjere snagu svojih trenutacnih
zaporaka putem provjerenih i sigurnih besplatnih mreznih alata za provjeru sigurnosti
zaporaka. Vazno je istaknuti uenicima da se koriste iskljucivo alatima koji ne
pohranjuju ili dijele unesene podatke, kako bi se izbjegla moguénost da zlonamjerni
(phishing) alati (alati za kradu podataka) zloupotrijebe njihove zaporke.

Alati umjetne inteligencije i postavke privatnosti

Uvodenje alata umjetne inteligencije u obrazovanje donosi mnoge prednosti, ali
istodobno zahtijeva odgovornu upotrebu kako bi se osigurala privatnost korisnika i
zastita podataka. U ovom dijelu priru¢nika usmjerit ¢emo se na konkretne alate
umjetne inteligencije kojima se ucitelji i nastavnici mogu koristiti te na klju¢ne postavke
privatnosti koje je potrebno provijeriti prije upotrebe.
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Zastita privatnosti u €esto upotrebljavanim alatima

1. Google Workspace Al (npr. Gemini)
Google Workspace Al, uklju€uju¢i alat Gemini, pruza napredne funkcionalnosti za
produktivnost poput predvidanja teksta, analize podataka i generiranja sadrzaja.

o Postavke privatnosti koje treba provjeriti

e Provijerite tko ima pristup datotekama u vasem Google Workspaceu
u postavkama dijeljenja.

e Osigurajte da su osjetljivi dokumenti zasti¢eni enkripcijom.

¢ Pregledajte dozvole za aplikacije treCe strane koje mogu pristupiti
podatcima iz Google Workspacea.

e Prakti¢ni savjet
Kada upotrebljavate alat Gemini za generiranje sadrzaja, izbjegavaijte
dijeljenje osjetljivih podataka u tekstovima i tablicama.

2. ChatGPT i sli¢ni alati

Alati poput ChatGPT-a revolucionirali su nacin na koji komuniciramo s umjetnom
inteligencijom, ali takoder otvaraju pitanja privatnosti jer Cesto prikupljaju i pohranjuju
podatke korisnika.

« Postavke privatnosti koje treba prilagoditi

e |skljucite automatsko spremanje razgovora ako alat ima tu opciju.

e Redovito briSite povijest razgovora kako biste smanjili rizik od
Zloupotrebe podataka.

e Provijerite postavke privatnosti na korisnickom racunu i ogranicite
dijeljenje podataka s tre¢im stranama.

e Prakti¢ni savjet
Kada se koristite tim alatima za obrazovne svrhe, izbjegavajte unos osobnih
podataka ucenika ili osjetljivih informacija.

3. Microsoft Copilot
Microsoft Copilot integrira umjetnu inteligenciju u aplikacije poput Worda i Excela
olakSavajuci rad s tekstovima i analizom podataka.

« Postavke privatnosti koje treba prilagoditi

e Provjerite dozvole za pristup dokumentima kako biste osigurali da
Copilot ima pristup samo potrebnim datotekama.

e Onemogucite automatsko dijeljenje podataka s vanjskim korisnicima
bez vaseg pristanka.

e Osigurajte to da podatci budu enkriptirani tijekom dijeljenja na
platformama.
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e Prakti¢ni savjet
Prilagodite postavke tako da se pristup osobnim ili povjerljivim dokumentima
ogranicCi samo na osobe s kojima ih Zelite dijeliti.

4. Grammarly

Grammarly je popularan alat za provjeru pravopisa i gramatike, ali zahtijeva pozornost
kada je rijeC o privatnosti jer pohranjuje sadrzaj koji korisnici unose.

o Postavke privatnosti koje treba provjeriti

e Pregledajte koje informacije Grammarly pohranjuje na svojim
posluziteljima.

e Ako upotrebljavate verziju Premium, prilagodite postavke privatnosti
kako biste onemogucili pohranjivanje povijerljivih sadrzaja.

e Redovito provjeravajte pravila osuvremenjivanja o privatnosti.

o Prakti¢ni savjet
Pri unosu teksta u Grammarly, izbjegavajte dijeljenje osobnih podataka ili
povijerljivih informacija.

5. Zoom s transkripcijama umjetne inteligencije

Zoom sada nudi umjetnu inteligenciju za automatsko prevodenje i transkripciju
razgovora, Sto je korisno u obrazovnom okruzju. Medutim, automatsko snimanje i
spremanje transkripcija moze ugroziti privatnost.

o Postavke privatnosti koje treba prilagoditi

e Onemogucite automatsko snimanje sastanaka bez pristanka svih
sudionika.

e Provjerite gdje se transkripcije pohranjuju i tko im ima pristup.
e Redovito briSite zastarjele snimke i transkripcije kako biste smanijili
rizik od zloupotrebe.

e Prakti¢ni savjet
Prije poCetka snimanja ili transkripcije, obavezno obavijestite sudionike i
zatrazite njihov pristanak.

=/

— vjezba

1. Istrazivanje postavki

Zamolite uCenike da istraZze postavke privatnosti na jednom od navedenih alata.
Pitajte ih jesu li znali za sve dostupne mogucnosti zastite privatnosti?
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2. Simulacijarizika

Prikazite scenarij u kojem alat nije pravilno konfiguriran, npr. ChatGPT je
automatski spremio razgovor koji sadrzava osjetljive informacije. Razgovarajte
s ucenicima o tome kako bi pravilna konfiguracija alata mogla sprijeciti taj
problem.

3. Razvijanje vodica

Zatrazite od uc€enika da izrade jednostavan vodi€ za sigurnu upotrebu jednog
alata, ukljuCujuci korake za prilagodbu postavki privatnosti.

% savjet

Pri upotrebi alata umjetne inteligencije vazno je da sami postavite primjer odgovornog
ponasanja. Uvijek provjerite postavke privatnosti i educirajte u€enike o vaznosti zastite
osobnih podataka. Osigurajte da alati kojima se koristite u nastavi budu uskladeni s
regulativama o privatnosti, poput GDPR-a.

PotiCite uCenike da redovito provjeravaju svoje postavki privatnosti i koristite se alatima
za prakti€ne primjere. Osigurajte da svaki zadatak ukljuuje konkretne akcije koje
ucenici mogu odmah poduzeti, €ime ¢e stedi osjecaj kontrole nad vlastitim podatcima.

U izazov (promisli i primijeni u osobnom kontekstu)

Prakti¢ne aktivhosti za uc¢enike

1. Istrazivanje postavki privatnosti
e Zatrazite od u€enika da provjere postavke privatnosti na aplikacijama
kojima se koriste svaki dan.
e Pitajte ih:
Tko moze vidjeti njihove objave?
Koji su podatci vidljivi javno?
Kako mogu dodatno zastititi svoje podatke?
2. Simulacija krSenja privatnosti
e Osmislite scenarij u kojem ucenik podijeli previde informacija na
internetu (npr. lokaciju, osobne podatke).
e UCcenici u skupinama trebaju predloziti postupke za rijeSavanje
problema i mjere za sprjeCavanje sli¢nih situacija.
3. Provjera sigurnosti zaporaka
e Zatrazite od u€enika da anonimno provjere snagu svojih zaporaka s
pomocu mreznog alata te rasprave o vaznosti upotrebe jakih zaporaka.

26



4. Analiza aplikacija
e Zatrazite od uCenika da odaberu jednu aplikaciju kojom se koriste i
istraZze koje informacije aplikacija prikuplja i kako se njima koristi.
e Raspravite: Jesu li svjesni tih postavki prije istrazivanja?
5. Organizirajte aktivnost ,,Sigurnost podataka u praksi”

1. Ucenici trebaju odabrati jednu od omiljenih aplikacija i analizirati postavke
privatnosti.

2. Neka predloze tri promjene koje bi mogli u€initi kako bi poboljSali sigurnost.

3. Rezultate predstavite u razredu i raspravite o vaznosti privatnosti u
digitalnom svijetu.

Opsirne upute za postavljanje sigurnosnih i postavki privatnosti u ChatGPT-u

ChatGPT, kao alat umjetne inteligencije, moze pohranjivati razgovore i analizirati ih
kako bi poboljSao svoje performanse. Medutim, korisnici mogu prilagoditi postavke
privatnosti kako bi bolje zastitili svoje podatke. Sljedece upute pomoéi ¢e vam da
prilagodite sigurnosne postavke i zastitite svoju privatnost.

1. Iskljucivanje automatskog spremanja razgovora
Automatsko spremanje razgovora omogucuje OpenAl-ju prikupljanje i analizu vasih
podataka, ali tu mogucénost mozete iskljuciti.

1. Prijavite se na svoj ChatGPT ra€un na OpenAl web stranici.
2. Kliknite na svoje korisni¢ko ime ili ikonu profila u donjemu lijevom kutu
zaslona.
3. Odaberite opciju Settings (Postavke).
4. U izborniku postavki kliknite na Data Controls (Kontrola podataka).
5. Iskljucite opciju Chat History & Training (Povijest razgovora i treniranje).
e Kada je ta opcija isklju¢ena, vasi razgovori ne¢e se spremati niti koristiti
za treniranje modela.
e Takoder, neée se pojavljivati u povijesti razgovora na vasem racunu.

2. Brisanje povijesti razgovora
Ako ste vec upotrebljavali ChatGPT i Zelite ukloniti prethodne razgovore iz pohrane,
mozete ih obrisati.

1. U glavnom izborniku kliknite na Settings (Postavke).
2. Odaberite Clear Conversations (ObriSi razgovore).
e Svirazgovori trajno ¢ée se ukloniti iz vaseg racuna.

3. Upravljanje prijavom i zaporkom
Kako biste zastitili svoj racun, vazno je osigurati da su vasi pristupni podatci sigurni.

1. Redovito mijenjajte zaporku svog racuna.
e Kiliknite na Settings (Postavke) > Account (Raé¢un) > Change
Password (Promijeni zaporku).
2. Upotrijebite snaznu zaporku, koja uklju€uje kombinaciju slova, brojeva i
simbola.
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3. Omogucite dvofaktorsku autentifikaciju (2FA).
e U postavkama racuna odaberite Enable 2FA (Omogudéi 2FA).
e Slijedite korake za postavljanje aplikacije za autentifikaciju, poput
Google Authenticatora ili Authyja.

4. Ogranicenje dijeljenja podataka
Budite oprezni pri unosu osjetljivih podataka u ChatGPT jer se svi uneseni podatci
obraduju na posluziteljima OpenAl-ja.

1. Izbjegavajte unos osobnih podataka, poput imena i prezimena, adrese,
telefonskog broja ili podataka o tre¢im osobama.

2. Ako ChatGPT upotrebljavate u obrazovne svrhe, izbjegavajte dijeljenje
informacija o u¢enicima.

5. Pregled pravila privatnosti
Kako biste bili sigurni da razumijete kako ChatGPT upotrebljava vase podatke,
pregledajte pravila privatnosti OpenAl-ja.

1. Posijetite stranicu OpenAl Privacy Policy.
2. Obratite pozornost na odjeljke koji objasnjavaju kako se podatci prikupljaju,
pohranjuju i koriste.

6. Savjet za sigurnu upotrebu ChatGPT-a

1. Redovito azurirajte svoje postavke privatnosti kako biste osigurali najvecu
zastitu.

2. Educirajte ucenike i kolege o vaznosti sigurne upotrebe alata umjetne
inteligencije, ukljuCujuci izbjegavanje unosa osjetljivih podataka.

3. Ako ChatGPT upotrebljavate u obrazovnim aktivnostima, prije toga prilagodite
postavke privatnosti kako biste zastitili informacije o u€enicima.

=/

—  vjezba

Tema: Privatnost i svakodnevne tehnologije

Cilj sata:

Uc€enici e razumjeti osnovne prijetnje privatnosti koje mogu proizaéi iz upotrebe
svakodnevnih tehnologija te razviti vjestine kritiCkog razmisljanja i suradnje u
skupinama.

Ishodi u¢enja:
Na kraju sata ucenici ce modi:

e prepoznati moguce prijetnje privatnosti u razlicitim tehnologijama

e Objasniti kako odredene tehnologije prikupljaju osobne podatke
e predloziti osnovne nacine zastite privatnosti pri upotrebi tehnologija.
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Tijek aktivnosti

1. Uvod (10 minuta)

Ucitelj/nastavnik pocinje sat pitanjem:

Koristite li se pametnim telefonom svaki dan? Mislite li da su vasi podatci
potpuno sigurni dok se koristite aplikacijama ili internetom?

Kratka rasprava:
Ucenici dijele svoja misljenja i iskustva s tehnologijama kojima se koriste svaki dan.
Nastavnik moze postaviti dodatna pitanja poput:

o Jeste li kada razmisljali o tome tko ima pristup vasim podatcima?
e Znate li $to znaCe pojmovi poput ‘prikupljanje podataka’ ili ‘privatnost
korisnika’?

Ta rasprava sluzi kao uvod u temu i potiCe u€enike na promisljanje.

2. Objasnjenje zadatka (5 minuta)
Ucenici ¢e raditi u skupinama i analizirati razli€ite tehnologije. Njihov je zadatak
prepoznati:

e Kkoje osobne podatke te tehnologije prikupljaju
« koje moguce prijetnje za privatnost mogu nastati
o kako se korisnici mogu zastititi.

Skupine od 3 do 4 ucenika analizirat ¢e sljedece tehnologije:

e Skupina 1. - pametne telefone i aplikacije

« Skupina 2.- digitalne asistente (npr. Alexa, Google Assistant, Siri)

« Skupina 3. - aplikacije za prepoznavanije lica i biometrijske sustave
e Skupina 4. - drustvene mreze.

Svaka skupina dobiva radni list s pripremljenim pitanjima.

3. Rad u skupinama (15 minuta)
Radni list za skupine ukljucuje pitanja:

Koji se podatci prikupljaju pri upotrebi te tehnologije?
Tko ima pristup tim podatcima?

Sto bi moglo poéi po zlu ako se ti podatci zloupotrijebe?
Sto biste vi uginili kako biste zastitili privatnost korisnika?

Savjeti za rad u skupinama:
e UcCenici se mogu koristiti osobnim iskustvima ili informacijama s interneta.

« Ucitelj/nastavnik mozZe obilaziti skupine, postavljati dodatna pitanja i pomagati
U razumijevanju pojmova.

29



4. Prezentacija rezultata (10 minuta)
Svaka skupina predstavlja svoje zakljuCke u razredu (3 — 4 minute po skupini).
Ucitelj/nastavnik moderira raspravu i postavlja dodatna pitanja:

. $to mislite, zasto aplikacije prikupljaju toliko podataka?
e Sto mozemo uciniti kao korisnici kako bismo smanijili rizike?

5. Zakljuéak i osvrt (5 minuta)
U itelj/nastavnik sazima glavne zakljuCke sata:

« istiCe vaznost razumijevanja privatnosti u digitalnom dobu
e 0bjasnjava kako odgovorno ponasanje i prilagodba postavki mogu pomoci u
zastiti privatnosti.
Potrebni materijali:
« radni listovi za skupine (pitanja su prilagodena tehnologijama koje analiziraju)

e papiri za biljeske ili digitalni uredaji za prezentaciju rezultata
e projektor ili plo€a za vodenje rasprave.
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7. POSTOVANJE DIGITALNIH | AUTORSKIH PRAVA

U digitalnom dobu prava korisnika i postovanje intelektualnog vlasnisStva postaju
kljuCni elementi odgovorne upotrebe tehnologije. Digitalna prava ukljuCuju zastitu
privatnosti, slobodu izrazavanja i pristup informacijama, a autorska prava osiguravaju
da se intelektualno vlasnistvo zastiti od neovlastene upotrebe.

Svrha je ovog poglavlja pomoci uciteljima i nastavnicima razumjeti kako poducavati
uCenike odgovornom ponasanju u digitalnom okruzju i podignuti svijest o vaznosti
postovanja prava drugih korisnika.

Sto su digitalna prava?

Digitalna prava odnose se na prava koja korisnici imaju u internetskom okruzju,
ukljucujuci:

1. pravo na privatnost: ukljuuje kontrolu nad osobnim podatcima i zastitu od
neovlastenog nadzora

2. pravo na slobodu izrazavanja: korisnici imaju pravo iznositi svoje misljenje u
skladu sa zakonima i pravilima platformi

3. pravo na pristup informacijama: uklju€uje slobodu pristupa internetu i
ravnopravan pristup informacijama.

Sto su autorska prava?

Autorska prava Stite intelektualno vlasnistvo autora, ukljuujuéi tekstove, fotografije,
glazbu, videozapise i softver.

e Osnovna nacela autorskih prava:
e djelo se ne smije koristiti bez autorova odobrenja
e citiranje je dopusteno, ali uz navodenje izvora
¢ dijeljenje sadrzaja treba biti u skladu s pravilima licencije, poput
Creative Commons licencije.
e Primjeri krSenja autorskih prava:
e preuzimanije filmova, glazbe ili knjiga bez autorova dopustenja
¢ dijeljenje tudih radova bez navodenja izvora
e upotreba fotografija s interneta bez provjere licencije.

Kako poducavati postovanje digitalnih prava i autorskih prava?

1. Razumijevanje licencija
e Objasnite u€enicima razlike izmedu razliitih vrsta licencija, poput ,Sva
prava postovana” i ,Creative Commons”.

Sva prava postovana (,,All rights reserved”): Ova licencija znaci da autor

zadrZava sva prava i nitko se ne smije koristiti djelom bez izri€ite dozvole. Primjer:
Knjige ili filmovi koji se ne smiju kopirati niti dijeliti.
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Creative Commons licencije (CC):
Creative Commons licencije omogucuju autorima da podijele svoja djela uz odredene
uvjete. Evo nekoliko vrsta:

e CC BY: dopusta upotrebu, dijeljenje i mijenjanje, ali uz obvezno
navodenje autora

e CCBY-SA: kao CC BY, ali sve izvedene radove morate dijeliti pod
istom licencijom

e CC BY-NC: djelo se smije koristiti samo u nekomercijalne svrhe, uz
navodenje autora

e CC BY-ND: dopusteno je dijeljenje, ali bez izmjena.

Javna domena (,,Public domain”):

Djela u javnoj domeni slobodna su za upotrebu bez ograni€enja. Primjer: Klasi¢na
glazba poput djela Mozarta ili Vivaldija.

2. Upotrebaizvora
e UCite uCenike kako pravilno citirati izvore.
e |staknite vaznost navodenja autora pri upotrebi tudeg rada, ¢ak i za
Skolske projekte.
e Predlozite u€enicima za istraze mogucénosti koje nudi besplatni alat
Zotero.
3. Razgovor o digitalnim pravima
e Potaknite raspravu s u€enicima o vaznosti prava na privatnost i slobode
izrazavanja.
e Pitanja za raspravu:
- Sto biste uginili da se netko koristi vasim fotografijama bez
vaseg dopustenja?
Mislite li da je preuzimanije filmova ili glazbe bez pla¢anja
ispravno?

Prakti¢cne aktivnosti

1. Igra: Pronadi kr$enje autorskih prava

e Prikazite u€enicima nekoliko primjera (npr. screenshotovi drustvenih
mreza, projektni zadatci) i neka prepoznaju krsenja autorskih prava.

e Razgovarajte o tome kako bi se ta krSenja mogla sprijeciti.

2. Razrada Creative Commons licencije

e Podijelite u€enike u skupine i neka svaka skupina istrazi jednu vrstu
Creative Commons licencije.

¢ Neka predstave kako se ta licencija koristi i daju primjere.

3. Simulacija: Sto je vase digitalno pravo?

e UCcenici neka napiSu situaciju u kojoj su povrijedena njihova digitalna
prava (npr. netko je objavio njihovu fotografiju a nije za to imao
dopustenje).

e Raspravite u razredu kako bi se prava mogla zastititi.
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U itelji i nastavnici trebali bi biti primjer odgovornog ponasanja u digitalnom svijetu.
Pokazite u€enicima kako se pravilno koristiti izvorima, poStovati pravila autorskih
prava i promicati digitalnu odgovornost. Redovito educirajte u€enike o njihovim
pravima i obvezama u digitalnom prostoru.

U izazov (promisli i primijeni u osobnom kontekstu)

Organizirajte aktivnost ,,Stvori vlastitu licenciju”.

savjet

1. Ucenici neka osmisle vlastitu Creative Commons licenciju i opiSu uvjete
upotrebe.

2. Raspravite s u€enicima zasto su odabrali odredene uvjete i kako bi se ta
licencija mogla koristiti u stvarnom svijetu.

Sto je plagijat?

Plagijat je Cin prisvajanja tudeg rada, ideja ili rijeci i njihova predstavljanja kao vlastitih
bez pravilnog navodenja izvora. U obrazovnom i profesionalnom okruzju plagijat je
ozbiljno krSenje etike i autorskih prava.

1. Primjerice, plagijatom se smatra kopiranje dijelova teksta iz ¢lanka, knjige ili s
mrezne stranice bez navodenja izvora, upotreba tudeg umjetni¢kog djela
(slike, glazbe, videa) bez dozvole i bez priznanja autora te parafraziranje
tudeg rada bez navodenja izvora, ¢ak i ako upotrebljavate vlastite rijeci.

Zasto je vazno sprijeciti plagijat?

1. Postovanje autora: Plagiranjem se krSe prava autora i umanjuje vrijednost
njihova rada.

2. Razvoj vlastitih vjestina: |zrada originalnog sadrzZaja potiCe kritiCko
razmisljanje i kreativnost kod u€enika.

3. lzbjegavanje pravnih posljedica: U mnogim se zemljama zbog plagijata
mogu pokrenuti pravni postupci i osobe mogu biti nov€ano kaznjene.

Kako prepoznati i sprijeciti plagijat?

e Naucite u€enike kako se pravilno koristiti izvorima. Evo primjera citiranja:
e Knjiga: ime i prezime autora, naslov knjige, godina izdanja, izdavac.
e Internetskiizvor: ime i prezime autora ili naziv stranice, naslov, URL,
datum pristupa.

o Koristite se alatima za otkrivanje plagijata kao sto je Plagiarisma ili Plagium.
e PotiCite uCenike da razvijaju vlastite ideje i analize umjesto prepisivanja.
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e Razvijajte zadatke koji zahtijevaju osobno stajaliste, istrazivanje i kriticko
misljenje.

Postavite jasna pravila o plagijatu na pocetku Skolske godine:

 Sto se smatra plagijatom?
¢ Koje su posljedice za uCenike koji prisvajaju tude autorsko djelo?
e Kako ucenici mogu izbjeci plagiranje?

Prakti€ne aktivnosti za sprje€avanje plagijata

1. Vjezba citiranja
e Pripremite tekst ili clanak i zamolite u€enike da pravilno citiraju izvore.
e Razgovarajte o tome zasto je vazno navesti izvore, ¢ak i kada se
koriste mali dijelovi sadrzaja.
2. Analiza stvarnih primjera plagijata
e Prikazite u€enicima primjere stvarnih slu¢ajeva plagijata (npr. u
akademskom okruzju ili medijima).
e Razgovarajte o posljedicama tih slucajeva i kako su se mogli izbjeéi.
3. Razrada originalnog sadrzaja
e Zamolite uCenike da napiSu esej ili izrade prezentaciju, ali uz obavezno
navodenje najmanje triju izvora.
e Provjerite kako su izvori citirani i pruzite povratne informacije.

Kako vam GPTzero moze pomoci u otkrivanju u€enikih zadaéa stvorenih s pomocu
alata umjetne inteligencije?

Alat GPTZero osmisljen je kako bi pomogao u identificiranju tekstova stvorenih s
pomocu umjetne inteligencije (Ul). Upotreba alata GPTZero omogucuje uciteljima da
ucenike pouce etickoj upotrebi alata umjetne inteligencije. U¢itelji mogu pokazati
kako alat moze otkriti generirane radove i potaknuti raspravu o vaznosti akademske
Cestitosti.

Alat je izvorno na engleskom jeziku, a ako je potrebno, mozete stranicu automatski
prevesti.
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[ uvijek prevedi engleski

@ GPTZero ‘Froizvodi v Rjetenja ~  Resursi v Cilene  Vijesti  Moméad Patrazi demo

Google Translate

Je li ovaj tekst napisao Al ili Covjek?

Vi§e od AI detektora. Isprobaijte primjer: ChatGPT Claude ljudski Al + Eovjek
Sacuvaj ono sto je ljudsko.

Otkako je izumio Al otkrivanje, GPTZero ukljuéuje najnovija istrazivanja u
otkrivanju ChatGPT, GPT4, Google-Gemini, LLaMa i novih Al modela te istrazuje

njihove izvore

§845%83

Idite na nadzornu ploéu
0 /5.000 znakova

(' 4 Nadogradnja 2, Upload Skeniraj Al >

Na pocetnoj stranici mozete prenijeti dokument ili ga upisati u sucelje. S obzirom na
to da u besplatnoj inacici mozete provjeriti 10000 rijeCi mjesecno, predlazemo da ne
provjeravate cijeli tekst, nego samo karakteristiCne reCenice.

@ Zima u Zagrebu

Zima u Zagrebu nije obi¢na zima - ona je pri¢a ispri¢ana kroz Skripu snijega pod ¢izmama, miris
kuhanog vina na trgu i toplinu adventskih svjetiljki koje sjaje poput sitnih zvijezda u magli. Grad se,

poput starog gospodina, odijeva u bijelo i odjednom sve dobiva neku tidu, gotovo svecanu notu.

Na Gornjem gradu, povijest spava pod snijegom. Krovici starih ku¢a prekriveni su bijelim
pokrivacem, a svjetiljke bacaju tople Zute krugove na hladan plo¢nik. Ispred katedrale, svaki
urezani detalj na fasadi postaje vidljiviji pod kontrastom bijelih pahulja i sivog neba. Zvona zvone

tiho, kao da ne Zele poremetiti spokoj ledenih jutara.

Dolje, u Donjem gradu, tramvaji probijaju maglu svojim plavim svjetlima. Miris kestena ispunjava
zrak, a prolaznici, obavijeni u Salove i kapute, Zure kroz guZvu nosedi vrecice s boZi¢nim
poklonima. Trg bana Jelai¢a Zivi posebnim Zivotom zimi — glazba, smijeh djece i toplina pe€enih

kobasica stapaju se u jedinstveni dozZivljaj.

Tekst 0 zimi 0 Zagrebu napisali smo s pomocu alata ChatGPT. Taj smo tekst kopirali
u sucelje alata GPTzero i zatrazili analizu.
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Je li ovaj tekst napisao Al ili covjek?

Vi§e od AI detektora. Isprobaite primjer. ChatGPT Claude ljudski Al + Eovjek
Sacuvaj ono sto je ljudsko. Zima u Zagrebu

Zima u Zagrebu nije obi¢na zima - ona je pri¢a ispri¢ana kroz
Otkako je izumio Al otkrivanje, GPTZero ukljucuje najnovija istrazivanja u e b = 2% 3 = .
Skripu snijega pod ¢izmama, miris kuhanog vina na trgu i toplinu
otkrivanju ChatGPT, GPT4, Google-Gemini, LLaMa i novih Al modela te istrazuje
- adventskih svjetiljki koje sjaje poput sitnih zvijezda u magli. Grad
njihove izvore.

se, poput starog gospodina, odijeva u bijelo i odjednom sve

) dobiva neku tisu, gotovo svecanu notu.
v B Na Gornjem gradu, povijest spava pod snijegom. Krovici starih

kuca prekriveni su bijelim pokrivacem, a svjetiljke bagal

Idite na nadzornu plogu Zuiom lomrimanin o e AlaZails famend i

0/5.000 znakova

4 Nadogradnja 2, Upload

Za taj tekst alat kaze da nije siguran u autenti¢nost teksta, ali da je vjerojatnost da ga
je stvorila umjetna inteligencija 60 %.

( ) i
ey 4 Upgrade to Premium SN,

) Author:  Matilda Bulié - < N
Zima u Zagrebu Basic scan |HR | Hirvatski| IN DEVELOPMENT ( share ) [annlnad )
Date: January 20, 2025 e

Zima u Zagrebu
Zima u Zagrebu nije obi¢na zima - ona je pric¢a ispri¢ana kroz $kripu snijega pod ¢izmama, miris kuhanog

vina na trgu i toplinu adventskih svijetiljki koje sjaje poput sitnih zvijezda u magli. Grad se, poput starog (, Basicscan

We are uncertain

gospodina, odijeva u bijelo i odjednom sve dobiva neku tiSu, gotovo sve€anu notu. about this

Na Gornjem gradu, povijest spava pod snijegom. Kroviéi starih kuéa prekriveni su bijelim pokrivagem, a document. If we had @ Advanced scan
svjetiljke bacaju tople Zute krugove na hladan plo¢nik. Ispred katedrale, svaki urezani detalj na fasadi to classify it, it

postaje vidljiviji pod kontrastom bijelih pahulja i sivog neba. Zvona zvone tiho, kao da ne Zele poremetiti Al ?::;wﬂd::ed

spokoj ledenih jutara. [CE  Alvocabulary
Dolje, u Donjem gradu, tramvaji probijaju maglu svojim plavim svjetlima. Miris kestena ispunjava zrak, a aigenerated

prolaznici, obavijeni u $alove i kapute, Zure kroz guzvu noseci vrecice s bozi¢nim poklonima. Trg bana Probability Al E  writing feedback
Jelagic¢a Zivi posebnim Zivotom zimi - glazba, smijeh djece | toplina pecenih kobasica stapaju se u 60% generated @

jedinstveni dozivljaj.

[/

Plagiarism scan

=}

Search Sources

Get Free Advanced Insights

Zatim smo u sucelje upisali tekst koji je napisao ¢ovjek bez upotrebe alata umjetne
inteligencije i rezultat je da je 72 % mogucnost da ga je napisao Covjek.
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. . . . e . Author:  Matilda Buli¢
Govoreci o umjetnoj inteligenciji i njezinim mogucr Basic scan |HR | Hrvatski| IN DEVELOPMENT (<
Date: January 20, 2025 hs

Govoreci o umjetnoj inteligenciji i njezinim moguénostima, vazno je napomenuti da je Ul ve¢ dugo prisutna
u razli¢itim segmentima naSeg postojanja. Izgleda da ljudi nisu bili previ$e zabrinuti za eti¢nost njezine
primjene dok je zamjenjivala radnike u tvornicama, ali sada kada bi mogla zamijeniti programere, inZenjere,

A We partially support Hrvatski.

We're still working on this language, so the results may be imperfe
dizajnere, arhitekte, mozda ¢ak i lijecnike i uitelje, vode se velike rasprave o tom problemu. language here

A This text is under 100 words, which means your result
may be less accurate.

Probability breakdown ©

72% Human
1% Mixed
27% Al

416/5.000 characters Scan > Upgrade Scan
L]

Alat upozorava da za hrvatski jezik jo$ nije u potpunosti to€an, ali na osnovi primjera
koje smo provijerili, rekli bismo da moze biti iznimno koristan.

Vazno je napomenuti da nijedan alat, ukljuCuju¢i GPTZero, nije potpuno to¢an.
Postoji moguénost lazno pozitivnih ili lazno negativnih rezultata, zato alat treba
upotrebljavati kao dodatni, a ne jedini kriterij u procjeni autentiénosti u¢enickih
radova. Takoder, usredotoCenost treba ostati na edukaciji u€¢enika o odgovornoj i
kreativnoj upotrebi alata umjetne inteligencije, a ne samo na prepoznavanju njihove
upotrebe.

-7

Redovito educirajte uCenike o posljedicama plagijata i vaznosti etiCkog ponasanja u
akademskom radu. Postavite pozitivan primjer: uvijek pravilno citirajte izvore u
svojemu radu i materijalima koje dijelite. Ohrabrite u€enike da se oslanjaju na vlastite
ideje i miSljenja istodobno priznajuci rad drugih.

savjet
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8. POTICANJE KRITICKOG RAZMISLJANJA O UMJETNOJ INTELIGENCWJI
Utjecaj umjetne inteligencije na drustvo, pojedince i okolis

Umjetna inteligencija neizbjezno oblikuje svijet oko nas donoseci duboke promjene u
svim podrucjima zivota — od nacina na koji radimo i komuniciramo do nacina na koji

se brinemo za okoli$. lako njezine primjene otvaraju vrata nebrojenim mogucnostima,
umjetna inteligencija takoder nosi vazne izazove koji zahtijevaju kriticko promisljanje.

Kako umjetna inteligencija utjeCe na pojedinca, drustvo i okoli§? Razumijevanje tih
utjecaja klju€no je za donos$enje informiranih odluka i osiguravanje da razvoj
tehnologije bude odgovoran i odrziv. U ovom dijelu istraZzujemo kako se prednosti i
rizici umjetne inteligencije odraZavaju na nas svakodnevni zivot i sto mozemo uciniti
kako bismo ih bolje razumjeli i pravilno usmijerili.

Utjecaj na Covjeka

Primjena umjetne inteligencije ima dubok utjecaj na pojedince, kako pozitivne, tako i
negativne:

1. gubitak radnih mjesta — automatizacija ponavljajucih poslova zamjenjuje rad
ljudima u sektorima poput proizvodnje, prijevoza i usluga, primjerice, robotski
sustavi zamjenjuju radnike u skladistima i tvornicama

2. privatnost i sigurnost — sustavi umjetne inteligencije prikupljaju i analiziraju
osobne podatke, $to mozZe prouzrociti povredu privatnosti; algoritmi drustvenih
mreza svaki se dan koriste podatcima o korisnicima za ciljani marketing bez
njihove potpune svijesti o tome

3. psiholoski utjecaji — stalna izlozenost personaliziranim sadrzajima moze
stvoriti ovisnost i smanijiti kvalitetu Zivota; takoder uporaba drustvenih mreza s
preporukama umjetne inteligencije moze izazvati osjecaj izolacije ili
nesigurnosti

4. manipulacija ponasanjem — algoritmi ciljano utjeCu na odluke korisnika
koristeci se personaliziranima preporukama, $to smanjuje njihovu autonomiju.

Moguca rjesenja:
e edukacija o odgovornoj upotrebi tehnologije
« uvodenje pravila za transparentnost algoritama
e promicanje ravnoteze izmedu tehnologije i ljudske interakcije.

Utjecaj na drustvo

Umjetna inteligencija oblikuje drustvene strukture, ali i zahtijeva posebno pozorno
upravljanje izazovima kao $to su:
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1. produbljivanje socijalnih nejednakosti — drustva s ograni¢enim pristupom
tehnologijama umjetne inteligencije zaostaju za razvijenim zemljama,
stvarajuci ,.,digitalne razlike”

2. narusSavanje privatnosti i povjerenja — masovno pracenje putem sustava
umjetne inteligencije, npr. upotreba kamera s prepoznavanjem lica za masovni
nadzor u nekim zemljama ugrozava osobne slobode i smanjuje povjerenje
gradana u institucije

3. Sirenje dezinformacija — algoritmi favoriziraju kontroverzne sadrzaje kako bi
povecali angazman korisnika, $to moze prouzrociti polarizaciju drustva;
deepfake tehnologije stvaraju lazne vijesti koje zbunjuju javnost

4. utjecaj na kulturu — automatizirana proizvodnja sadrzaja moze smanijiti
autenti¢nost kulturnih izraza

5. politicke manipulacije — sustavi umjetne inteligencije koriste se za ciljanu
promidzbu, sto moZe destabilizirati demokratske procese.

Moguca rjesenja:

e razvoj etickih standarda za umjetnu inteligenciju
e jacCanje medunarodne suradnje u regulaciji tehnologija
e edukacija javnosti o prepoznavanju dezinformacija.

Utjecaj na okolis

Umijetna inteligencija ima golem utjecaj na okoli§, osobito zbog visokih energetskih i
resursnih zahtjeva. Kljuéni izazovi ukljucuju:

1. veliku potrosnju energije — treniranje naprednih modela umjetne
inteligencije, poput onih temeljenih na dubokom ucenju, zahtijeva goleme
racunalne resurse, primjerice, treniranje velikog modela umjetne inteligencije
moze emitirati koli€inu ugljikova dioksida ekvivalentnu emisiji tisuca
automobila tijekom jedne godine

2. iscrpljivanje prirodnih resursa — proizvodnja hardvera potrebnog za umjetnu
inteligenciju zahtijeva rudarstvo rijetkih minerala poput litija i kobalta; ta
praksa Cesto degradira okoli$ i uniStava stanista

3. elektronicki otpad — brza evolucija tehnologija umjetne inteligencije potice
zastarijevanje hardvera, $to povecava koli€inu elektroni¢kog otpada; vecina
tog otpada nije pravilno reciklirana, Sto dodatno opterecuje okolis

4. vodu za hladenje data centara — data centri upotrebljavaju velike koliCine
vode za hladenje svojih sustava, Sto moze iscrpiti lokalne vodne resurse,
primjerice, veliki data centri troSe milijune litara vode na godinu samo za
hladenje.

Moguca rjesenja:
e prelazak na obnovljive izvore energije za napajanje data centara

e poboljSanje algoritama kako bi se smanijila potroSnja energije
« uvodenje sustava recikliranja elektroni¢kog otpada.
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=/

—) vjezba

Prijedlozi za nastavu u svrhu razvoja kritiCkog misljenja

Projekt: Analiza algoritma drustvene mreze i prijedlozi za poboljSanja
Ciljevi:

o razviti kriticko razmisljanje o funkcioniranju algoritama drustvenih mreza

e poticati uCenike na istrazivanje utjecaja algoritama na ponasanje i percepciju
korisnika

o potaknuti kreativnost i suradnju u predlaganju rjeSenja za vecu
transparentnost.

Plan aktivnhosti:

1. Uvod u algoritme drustvenih mreza
e Kratko predavanije ili videomaterijal objasnjava osnovne funkcije
algoritama drustvenih mreza:
Kako se sadrzaji rangiraju?
Kako se generiraju preporuke?
Sto su informacijski baloni i komore odjeka?
2. Podjela u skupine
e UCcenici se podijele u skupine, a svaka skupina odabire jednu drustvenu
mrezu za analizu (npr. Instagram, TikTok, YouTube).
e Svaka skupina dobiva upute za istraZivanje algoritma svoje mreze.
3. Analiza algoritma
e Skupine istrazuju:
Kojim se vrstama podataka algoritam koristi?
Kako odreduje koji ¢e sadrzaj prikazati korisniku?
Postoje li dokazi o algoritamskoj pristranosti?
e ZabiljeZiti potencijalne probleme:
nedostatak transparentnosti
promicanje Stetnog sadrzaja ili favoriziranje odredenih skupina.
4. Predlaganje poboljSanja
e Skupine osmisljavaju prijedloge za vecu transparentnost i eticnost
algoritma, poput:
pruzanje jasnih informacija o tome kako algoritam funkcionira
uvodenje prilagodbi postavki prema preferencijama korisnika
mehanizmi za smanjenje pristranosti.
5. Prezentacijai rasprava
e Svaka skupina predstavlja svoja otkrica i prijedloge.
e Rasprava: Prednosti i izazovi predlozenih rjeSenja.
6. Refleksija
e UCcenici piSu kratki esej ili dijele dojmove o tome Sto su naucili i kako bi
tehnologiju ucinili pravednijom.
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Debata: Treba li umjetna inteligencija imati l[judske vrijednosti?
Ciljevi:
e razviti sposobnost argumentacije i javnog nastupa
e potaknuti promiSljanje o etickim aspektima razvoja umjetne inteligencije

e istraziti razliCite perspektive o utjecaju ljudskih vrijednosti na umjetnu
inteligenciju.

Plan aktivnosti:

1. Uvod utemu

Objasniti Sto podrazumijevamo pod ljudskim vrijednostima (empatija, pravednost,
odgovornost). Predstaviti argumente za i protiv.

Za: osiguranje etickih odluka, smanjenje negativnih posljedica umjetne inteligencije
na drustvo.

Protiv: razliCite kulture imaju razliCite vrijednosti, tehnicki izazovi primjene ljudskih
vrijednosti u umjetnoj inteligenciji.

2. Stvaranje timovai priprema

Tim A: Argumentira da umjetna inteligencija treba imati ljudske vrijednosti.
Tim B: Argumentira da to nije potrebno ili izvedivo.

3. Debata

e Uvodne izjave (5 minuta po timu): Timovi iznose poCetne argumente.

e Unakrsno ispitivanje (10 minuta): Timovi postavljaju pitanja suprotnoj
strani.

e Glavnarasprava (15 minuta): Timovi iznose dodatne argumente i
odgovaraju na kritike.

e Zavrsne izjave (5 minuta po timu): SaZimanje klju¢nih argumenata.

4. Glasovanje i refleksija

Publika (ostali u€enici) glasuju za pobjednicki tim na osnovi uvjerljivosti argumenata.

7

PotiCite u€enike na kritiCko razmisljanje i kreativnost u razradi prijedloga, upozorite ih
da se koriste argumentima utemeljenima na dokazima i logici. Nakon aktivnosti,
osvijestite uCenicima kako njihove ideje mogu imati utjecaj na stvarni svijet.

savjet
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9. ZAKLJUCAK

Umjetna inteligencija (Ul) donosi izvanredne mogucnosti, ali i slozene izazove koji
zahtijevaju promisljeno i odgovorno djelovanje. Razumijevanjem kljucnih aspekata
umjetne inteligencije, npr. njezina utjecaja na okolis, drustvo i pojedince, postaje jasno
da se njezin razvoj mora voditi nacelima transparentnosti, pravednosti i eti€nosti. Ovim
smo vas priruCnikom zeljeli potaknuti na razmiSljanje o vaznosti kritickog
razmisljanja o umjetnoj inteligenciji. Algoritmi oblikuju nase percepcije i odluke, zato
je kljuéno razumjeti kako djeluju i kako utjeCu na nas, a ufenje o pristranosti,
transparentnosti i odgovornosti pomaze nam da se zastitimo od negativnih uCinaka.
Odgovorna upotreba tehnologije zasigurno bi trebala biti jedna od kljuénih
vjestina svakog pojedinca danas. Svaka primjena umjetne inteligencije treba uzeti
u obzir njezin utjecaj na privatnost, sigurnost i druStvene odnose, a edukacija o
digitalnim i autorskim pravima osigurava postovanje etickih standarda. Podsjetili smo
da tehnologije trebaju biti odrzive i dizajnirane tako da najmanje Stete okoliSu, a
upotreba obnovljivih izvora energije i u€inkovitih algoritama kljuni su za smanjenje
negativnog utjecaja na okoli$. Zeljeli smo vas potaknuti na ukljugivanje tema o umjetnoj
inteligenciji u obrazovne programe kako biste pomogli mladima da razviju svijest o
etiCkim i prakticnim izazovima tehnologije. Timski radom i vodenim raspravama ucenici
mogu razvijati rieSenja za vecéi drustveni i tehnoloski napredak te odgovornu upotrebu
tehnologije.

Buduénost umjetne inteligencije ovisi o naSim odlukama danas. Razvojem
transparentnih i etiCkih tehnologija moZemo osigurati da umjetna inteligencija koristi
cijelom CovjeCanstvu, §titi naSe okoliSne resurse i potiCe pravedno drustvo. Uloga
svakog pojedinca, bilo kao korisnika ili kreatora tehnologije, klju¢na je u postizanju tog
cilja.

Nasa odgovornost nije samo svjesnost pri upotrebi umjetne inteligencije, nego i u
oblikovanju njezinu razvoja. Kao ucitelji i nastavnici imate prigodu oblikovati generacije
koje Ce biti svjesne odgovornosti prema sebi, drugima i svijetu koji dijelimo.
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10. POIMOVNIK

algoritmi preporuka - algoritmi koji analiziraju podatke o korisnicima kako bi
im prikazali personalizirani sadrzaj, Cesto radi povecanja angazmana
autorska prava - prava autora na zastitu njihova intelektualnog vlasnistva,
ukljuCujuci tekstove, fotografije, glazbu i druge kreativne radove

crna kutija — sustavi umjetne inteligencije Ciji proces donoSenja odluka nije
transparentan ili lako razumljiv korisnicima

deepfake - tehnologija koja se koristi umjetnom inteligencijom za stvaranje
laznih, ali uvjerljivih videozapisa, fotografija ili zvuka

diskriminacija — nepravedno postupanje prema odredenim skupinama ljudi
koje moze proizlaziti iz pristranosti algoritama ili podataka na kojima su
trenirani

digitalna prava - prava korisnika u digitalnom prostoru, ukljuujuci pravo na
privatnost, slobodu izrazavanja, pristup informacijama i sigurnost podataka

informacijski baloni - situacija u kojoj algoritmi prikazuju korisnicima samo
sadrzaj koji potvrduje njihova postojeéa stajaliSta i uvjerenja

komora odjeka - pojava u kojoj algoritmi poti¢u zatvorene zajednice korisnika
koji medusobno potvrduju iste ideje i misljenja smanjujuéi izlozenost razli¢itim
stajalistima

netransparentnost — nedostatak jasnosti u tome kako algoritmi funkcioniraju i
donose odluke

personalizacija — proces prilagodbe sadrzaja i usluga prema potrebama i
interesima korisnika

podatkofikacija — proces pretvaranja razli€itih aspekata ljudskog zivota u
digitalne podatke koji se mogu prikupljati, analizirati i upotrebljavati
pristranost algoritama - situacija u kojoj algoritmi donose odluke na osnovi
pristranih podataka, Sto stvara nepravedan odnos prema odredenim
korisnicima
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